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Abstract
The pervasiveness of social media in people's lives is indisputable, the issue where it has become a necessary part of daily 
practices. However, unrestricted access to social media allows anonymous individuals to spread meaningless or even hostile 
information, defeating communication's purpose. Social media’s positive and negative impact on society or individuals 
becomes more pronounced as its usage increases. As the harmful effect of unmonitored ‘hate speech’ becomes increasingly 
apparent, detecting such content has become a crucial concern in social media. In a recent study, machine-learning models 
have been developed to identify hate speech across multiple languages. As a result, the use of Bidirectional long short-term 
memory (Bi-LSTM) and convolutional neural network (CNN) for feature extraction in evaluating and identifying hate speech 
has risen. However, LSTM and CNN hyperparameters are typically selected based on expert opinion and prior research, 
making it difficult for the model to generalize since its creators need to know the optimal values for its parameters. To address 
this issue, we propose a novel deep decision support model which uses the sparrow search algorithm (SSA) to optimize the 
Bi-LSTM and CNN model hyperparameters for detecting hate speech. We employed the SSA for the decision support system 
to identify the best hyperparameters for the model architecture to improve its interpretability and accuracy. The benchmark 
datasets have been used to evaluate the model's performance, and the results indicate that our proposed model outperforms 
conventional hate speech detection systems.
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Introduction

The internet has demonstrated its effectiveness as a valuable 
instrument for facilitating public engagement. Social media 
platforms on the internet facilitate numerous significant dia-
logues. Furthermore, individuals depend on social media to 
communicate, effectively converting the world into a global 
community. However, the expeditious transition towards digi-
talization raises apprehensions, including the issue of hate 
speech. According to Mandl T. et al. [1], cyber aggression 
manifests aggressive or degrading conduct directed towards 

individuals on digital platforms. Hate speech is commonly 
motivated by race, nationality, religion, colour, gender, and 
other similar characteristics [2]. As per recent research find-
ings [3], individuals are observed to generate nearly 3.3 million 
Facebook posts and 4.5 million tweets within a minute. Nev-
ertheless, these figures are on the rise with each passing day. 
Through the process of analysis and extraction of reviews about 
specific topics such as influences, celebrities, or any issues, it 
becomes evident that a significant proportion of the vast cor-
pus of tweets or Facebook posts often comprises expressions 
of hatred.

Various machine-learning techniques for detecting hate 
speech online have been suggested and widely researched. 
Deep learning has significantly advanced in several appli-
cation areas in recent years. Numerous academic research 
works have demonstrated the capability of deep learning 
models to extract suitable features and generalize well. One 
such example is the LSTM approach, which effectively over-
comes the issue of vanishing gradients by including memory 
units to capture long-term relationships [4]. This technique 
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beats memoryless classification approaches and standard 
recurrent neural networks (RNNs). As a result, LSTM is 
often utilised for time-series data processing, including tex-
tual data.

Despite the benefits of LSTM for solving time-series prob-
lems, it has some limitations. First, deep learning models such 
as LSTM must clearly explain the parameters used for predic-
tion or the cause behind the final decision; and second, the mod-
el's hyperparameters are often set based on prior knowledge or 
expertise, which can introduce a degree of subjectivity. On the 
other hand, choosing appropriate hyperparameters can improve 
the neural network model's structural integrity, scalability, and 
overall performance. Thus, researchers are also interested in 
finding optimal network hyperparameters and reducing the 
impact of human factors.

Therefore, introducing optimal hyperparameters becomes 
essential for developing an efficient Decision Support System 
(DSS). To this, an SSA-BiLSTM-CNN has been proposed 
for hate speech detection. This study focuses on designing a 
hate speech detection model called SSA-Bi-LSTM-CNN. The 
Sparrow Search Algorithm optimizes the CNN and LSTM 
networks to address the abovementioned limitations. This 
model aims to identify the most significant parameter values 
for the CNN, LSTM, dense layer, and number of epochs using 
a unique optimization method based on population intelligence. 
This methodology also addresses the limitation of Deep Neural 
Networks (DNN) in explaining the underlying mechanism by 
which the model reaches conclusive decisions and is accessible 
to human-induced biases Furthermore, it presents a novel tech-
nique for optimizing the decision-making model in hate speech 
identification. The new approach utilizes the Sparrow Search 
Algorithm to maximize its efficient and optimal local search, 
ultimately leading to global optimization.

The contribution of this paper is described as follows:

Develop a novel SSA-BiLSTM-CNN model to improve the 
optimization of hyperparameters for investigating user-gen-
erated content and understanding complex textual features.
To improve the exploitation of the local search ability 
of the proposed model of a heuristic algorithm.
The SSA-BiLSTM-CNN is employed to enhance the 
model's accuracy by optimizing the optimal connection 
weights for the DNN model.

The paper is structured as follows: Related Work introduces 
related work on hate speech detection, while Experiments and 
Results discusses the multi-social media dataset used in this 
study. Next, the proposed SSA-BiLSTM-CNN model is pre-
sented in Results Analysis. Finally, Sect. 5 shows the results 
and performance of the model, and Conclusion describes the 
conclusion and future work.

Related Work

In this section, we review the relevant research and exist-
ing models for detecting hate speech discussed in Hate 
Speech Detection. We then introduce the SSA optimization 
algorithm in Sparrow Search Algorithm and compare the 
effectiveness of the SSA algorithm versus PSO in Com-
parative Study.

Hate Speech Detection

The emergence of the “social web” has dramatically accel-
erated advancements in NLP research. Through machine 
learning, deep learning, and natural language processing 
techniques, researchers have analysed the emotional con-
text of posts on popular social media platforms such as 
Facebook and Twitter. This has turned the social web into 
a dynamic field of study. Platforms like Twitter, YouTube, 
and Facebook have become global forums where individu-
als from diverse linguistic, cultural, and socioeconomic 
backgrounds discuss various topics, including current 
events and popular culture. However, this increased diver-
sity also poses a higher risk of encountering hate speech 
incidents [1, 2, 5, 6]. Managing and addressing such online 
behavior becomes challenging due to the complexities 
introduced by different languages and their nuances [7–9]. 
Artificial intelligence techniques, such as machine learn-
ing and deep learning, have gained significant attention 
for understanding the reasons behind labeling the text as 
hate speech in various contexts, including social media 
and medical domains.

Several studies have focused on the issue of online hate 
speech [5, 10–13]. This aggressive type of communica-
tion is typically seen as offensive and motivated by the 
author's prejudice against a specific group or individu-
als. The central aspect analyzed in this context is target-
ing, where the expression of hatred is directed towards a 
particular group or community, including refugees [14, 
15]. Waseem et al. [16] have classified various types of 
abuse based on the target recipient, differentiating between 
those aimed at individuals/entities versus groups and the 
level of particularity used. Neural language models exhibit 
the potential to address this task; however, previous stud-
ies have utilized training data with a similarly expansive 
definition of hate speech. In addition, incorporating non-
linguistic features such as the author's gender or ethnicity 
can enhance hate speech classification. However, obtaining 
or relying on this information from social media platforms 
is often achievable and unreliable. ElSherief et al. [17] 
investigated the connection between individuals who pro-
voke hatred and their targets and their online prominence. 
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They examined hate speech on Twitter and identified 
the most used terms in hateful tweets using Hatebase, a 
repository of hate words. They introduced a significant 
hate dataset that does not have manual annotations, and 
all tweets containing specific hate words are considered 
hate speech. According to Salminen et al. [14], Different 
machine learning algorithms, such as XGBoost, SVM, LR, 
NB, and feed-forward neural networks, were employed and 
evaluated using various feature representations like Bag-
of-Words (BoW), TF-IDF, Word2Vec, and BERT. Among 
these models, XGBoost presented the best performance, 
achieving an F1 score of 0.92 when evaluating all the 
features.

Analyzing the interactions among various groups is 
crucial to understand online hate speech. Considerable 
research studies have explored different aspects of hate 
speech, including the prevalence of hate groups and group 
discrimination [18, 19], the use of effective communica-
tion to promote hate speech [20], the influence of exposure 
to extremist content on social media leading to polariza-
tion [21], the spread of hate speech in society [22], and the 
effects of social exclusion [23, 24]. In addition, interpre-
tive techniques are often utilized to capture the subtleties of 
hate speech, as contextual and subjective factors can have 
a significant impact. Wafa et al. [25] introduced a novel 
approach to hate speech detection that involves selecting 
features based on specific criteria to identify which charac-
teristics are essential for the embedding strategy. Basak and 
colleagues created a web application called “block shame” 
to address various forms of abusive online behaviour, includ-
ing comparison, sarcasm, whataboutery, and judgement. The 
software determines and blocks spammers and defines these 
behaviours. They trained a classifier to differentiate between 
varying degrees of cyberhate directed towards Black Minor-
ity Ethnic (BME) and religious communities on Twitter. The 
classifier successfully classified cyberhate into “moderate” 
and “extreme.” A precision of 0.77 was attained in this clas-
sification task. Deep learning techniques involving recurrent 
neural networks have been suggested for smaller datasets. 
Utilizing a sophisticated attention mechanism along with 
multi-task learning has improved sentiment categoriza-
tion by considering human sentiment. Sequeira et al. [26] 
employed various neural network models, including Long 
Short-Term Memory (LSTM) and Text Convolutional Neu-
ral Networks (TextCNN), along with language embedding 
methods to classify tweets related to drug misuse. The accu-
racy of the proposed model achieved 0.83 on the Twitter and 
Reddit datasets. But still, the proposed model needs to per-
form a significant result. Zhao et al. [27] introduce the Deep 
Neural Network AE-based Hate Speech Identification has 
effectively handled challenging data. They collected tweets 
by searching for keywords such as “bully,” “bullied,” and 
“bullying.” Consequently, their dataset primarily consisted 

of reports or individual accounts of cyberbullying rather 
than actual instances of cyberbullying. Additionally, their 
technique implies that the training dataset would not include 
cyberbullying signals lacking these specific keywords. Wang 
et al. [28] introduced a novel approach called the local CNN-
LSTM model with a tree structure for emotional analysis. 
Unlike conventional CNN models that treat the entire text as 
input, this model divides the text into multiple regions and 
extracts valuable emotional information from each region, 
assigning weights accordingly. Instead of using the entire 
text, the proposed restricted CNN focuses on specific por-
tions of the text as regions. By combining CNN and LSTM, 
the model improves classification accuracy by considering 
long-distance dependencies. These hybrid CNN-LSTM 
models proposed in this study have achieved superior results 
compared to previous approaches.

A possible way to enhance the efficiency of hate speech 
identification is using LSTM and BiLSTM models, which 
allow for the examination of the sequential structure of the 
data. Ahmed et al. [20] conducted experiments on Bangla 
text to identify cyberbullying. They employed LSTM, BiL-
STM, and GRU models for this purpose. Among the vari-
ous models tested, Multinomial Naïve Bayes demonstrated 
the highest performance for datasets comprising Romanized 
Bangla texts. It achieved 84% accuracy, for these datasets. 
Dadvar et al. [21] explored the identification of cyberbully-
ing in YouTube comments by evaluating four deep learning 
models. They utilized GloVe and random word embeddings 
in their experiments. The findings indicated that the BiL-
STM model outperformed traditional machine learning algo-
rithms in terms of performance. This section of the paper 
thoroughly analyses several scholarly works that categorize 
hate speech based on its textual content.

Sparrow Search Algorithm

In the sparrow search algorithm [29], the sparrows are 
divided into three categories, producers who look for poten-
tial food, scroungers who follow the producers to eat food, 
and monitors who look out for the hunters or enemies and 
alert the producers and scroungers to protect themselves.

Initially, the sparrow population is initialized randomly, 
and over each iteration, the algorithm evaluates the fitness 
of each sparrow by measuring the objective function value 
at its location. Then, it updates the position of each sparrow 
based on a combination of its previous position, the best 
position found so far, and the positions of other sparrows in 
its neighbourhood. The process of evaluating the fitness of 
each sparrow, updating their positions, and introducing ran-
dom searches is repeated for a certain number of iterations 
or until a stopping criterion is met. Finally, the best solution 
found by the algorithm is returned as a result.
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Assume that the total population of sparrows is N in a 
D-dimensional space. The D will represent the number of 
hyperparameters that we require to optimize. The position of 
each bird can be represented in N * D dimensional matrix. For 
instance, let us suppose X(i, j) represents position of ith sparrow 
in jth dimension, where i can be any integer between 0 and N, 
j can be any integer between 0 and D.

For each iteration, the value of each bird is updated based 
on its fitness value determined by fitness function. The sparrow 
with a high fitness level, meaning they are in the top 20% of 
the population, are selected as producers. Then, the producers 
are updated using the formula below.

The variable “ cmax ” represents the current iteration number, 
while “α” is a uniform random number between 0 and 1. In 
this context, “ ST ” denotes the upper limit of the number of 
iterations, and “r” is a random number with a standard nor-
mal distribution. “L” is a 1 × D matrix, where all the elements 
are set to 1.”AV ” is an alarm value, which can take a value 
between 0 and 1, and “ST ” is the safety threshold, which can 
range from 0.5 to 1. If AV is less than “ ST”, it means that 
there is no predator, and a large-scale search can be conducted. 
However, if “Av” is greater than or equal to “ ST”, it means 
that the predator has been detected, and the population should 
relocate to a secure location upon receiving the warning signal 
to ensure safety.

The scroungers update their location by following the pro-
ducers and utilizing the following formula to obtain food.

The equation involves multiple variables, such as Xp , which 
denotes the best possible position for the producer, and Xworst , 
which indicates the most impoverished global status at the cur-
rent time. A is a matrix with random elements of either 1 or -1, 
and it satisfies a specific equation. When the index i is greater 
than half the total number of scroungers n

2
 , it means that the 

ith scrounger is hungry, has low energy, and has a poor fitness 
level, so it needs to move to a different location to find food. 
The scrounger will follow the producer in the best position to 
search for food. A+ is a matrix determined by the equation A+ 
= AT(AAT)−1.

The equation using which monitors are updated using the 
following equation 3.
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In the given context, Xbest indicates the most favorable posi-
tion within the entire area. β and K represent control parameters 
that regulate the step size and are randomly generated from a 
standard normal distribution and a range between -1 and 1, 
respectively. The fitness value of the sparrow at present is indi-
cated as fi , while fg and fw signify the best and worst fitness 
values of positions in the whole area, respectively. To prevent 
division by zero, an extremely small constant ε is used. If the 
value of fi is greater than fg , it implies that the sparrow is situ-
ated at the edge of the population and is vulnerable to preda-
tors. In such a situation, the sparrow needs to approach other 
members of the group to ensure safety.

Comparative Study

This section discusses the effectiveness of the Sparrow search 
algorithm (SSA) vs Particle Swarm Optimization (PSO) in 
solving optimization problems. The Sparrow search algorithm 
is relatively new, and much research still needs to be done com-
paring its performance to other algorithms, including PSO [30]. 
However, the Sparrow algorithm has shown promising results 
in some recent studies [31–33]. This strategy enhanced the 
model’s predictive accuracy and has been effectively utilized 
in stock price prediction tasks, yielding favorable outcomes. 
Rajathi et al. [32] introduced a novel model using a sparrow 
search algorithm for diagnosing brain tumors using the Inter-
net of Medical Things (IoMT) and cloud technology. This 
IoMTC-HDBT model incorporates a functioning link neural 
network (FLNN) capable of detecting and categorising MRI 
brain images as normal or abnormal, stimulating early diag-
nosis and enhancing healthcare quality. The model's valida-
tion is performed using the BRATS2015 Challenge dataset, 
and the experimental investigation evaluates its sensitivity, 
accuracy, and specificity. The experimental results indicate the 
outstanding performance of the proposed model, performing 
an accuracy rate of 0.984. Zhang et al. [33] introduce a novel 
CSSA-SCN procedure, which converges the chaotic sparrow 
search algorithm with the stochastic configuration network 
(SCN). This procedure aims to enhance the regression per-
formance of SCN, mainly when dealing with large-scale data 
problems. Techniques such as logistic mapping, self-adaptive 
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hyper-parameters, and a mutation operator are integrated into 
the sparrow search algorithm to improve the optimization capa-
bilities. By employing the chaotic sparrow search algorithm 
to optimize the selection of random parameters in SCN, the 
proposed CSSA-SCN model achieves an outstanding regression 
accuracy of 0.9. In addition, its unique features distinguish it 
from PSO, including combining a “smart mutation” operator 
that helps present diversity into the population and control pre-
mature convergence.

The particle swarm optimization (PSO) algorithm has 
been widely used and reviewed for several years, and it has 
shown acceptable performance in solving many optimization 
problems. However, like any optimization algorithm, PSO 
has restrictions and imperfections that should be evaluated 
when applying it to different issues.. Some of the rules of 
PSO include:

 i. Premature Convergence: PSO can converge prema-
turely to a suboptimal solution because the swarm gets 
trapped in a local optimum. This PSO can be mitigated 
using a larger swarm size or incorporating adaptive 
strategies.

 ii. Limited diversity: PSO convergence can lead to a lack 
of diversity in the population of solutions and may 
result in the algorithm missing better solutions further 
away from the swarm’s current location.

 iii. Sensitivity to parameters: PSO requires several param-
eters to be set, such as the swarm size, the learning 
factors, and the internal weight. The optimal param-
eter values may differ for different optimization prob-
lems, and finding these values can be time-consuming.

 iv. Not suitable for discrete optimization problems: PSO 
is designed for continuous optimization problems and 
may perform poorly for discrete optimization prob-
lems where only specific values are allowed.

 v. No guarantee of global optimality: Like many other 
optimization algorithms, PSO does not guarantee to 
find the global optimum and may get stuck in a local 
optimum.

 vi. Limited scalability: PSO may need to scale better to 
high-dimensional problems due to the curse of dimen-
sionality, which can result in slow convergence and 
high computational costs.

The sparrow search algorithm is newer than PSO, and 
it has been shown to outperform PSO in some cases, espe-
cially for problems with high-dimensional search spaces or 
multiple objectives. Additionally, the algorithm has a more 
diverse population and uses a more complex update rule 
that considers the different behaviour of sparrows during 
foraging. As a result, this SSA has shown promising results 
in optimizing classification models, particularly for binary 

classification problems. In addition, the algorithm's ability 
to adaptively adjust the search range and weight coefficients 
can lead to better optimization performance and faster con-
vergence [31].

Proposed Novel Deep Decision Support Model 
(NDDSM)

This section presents enhancements to the standard Spar-
row Search Algorithm (SSA). The SSA algorithm has a 
precise structure, simple execution, few control factors, 
and robust local searchability. The random initialization 
technique is used to determine the sparrow’s original 
location. Although the initial positions are guaranteed to 
be random utilizing this method, the convergence speed 
and accuracy of the solution are decreased because some 
people's optimum initial locations deviate too much from 
the actual optimal positions. The SSA provides several 
optimization options, including fast convergence and high 
search accuracy. Introducing the Iteratively Randomized 
Local Search (IRLS) method in Algorithm 1 improves the 
exploitation phase of SSA to prevent getting trapped in 
local optima. Algorithm 2 outlines the optimized version 
of the SSA-BiLSTM-CNN algorithm, which begins by 
generating a swarm of N sparrows in D dimensions. The 
main loop then iterates through these N sparrows, adjust-
ing their positions using Eqs. (1), (2), or (3). Eventually, 
Algorithm 2 returns the best optimal solution consisting 
of xbest and fg.

Several recent studies [31–33] have successfully utilized 
an SSA in several branches of engineering, providing helpful 
context for our investigation. We focused on optimizing the 
network model's hyperparameters to reduce the impact of 
humans on the model and boost its capacity to make predic-
tions, as opposed to the approach [17]. Therefore, we choose 
to optimize for the learning rate, the number of LSTM and 
CNN neurons, dense layer neurons, and the epoch number. 
To accomplish this alignment between data characteristics 
and model structure, the SSA was used to optimize these 
target parameters of LSTM. The interpretability of a deep 
neural network is improved by SSA's ability to discover the 
best values of network parameters quickly and effectively 
[31–33]. Furthermore, the most effective Deep Neural Net-
work (DNN) weights correlate directly with the model's 
predicted outcomes. This research suggests a technique for 
SSA-based BiLSTM-CNN improvement.

The proposed SSA is combined with BiLSTM-CNN to 
determine the optimal DNN weights, improving the model's 
effectiveness. The enhanced model incorporates the best 
strategies used by sparrows to update positions, ensuring 
the most efficient way to achieve the optimal solution with 
minimum repetitions. The initial weight values are ran-
domly generated within a specified range. The proposed 
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SSA-BiLSTM-CNN model for training our optimized Deep 
Neural Networks is shown in Fig. 1.

The network architecture denoted as SSA-BiLSTM-CNN 
comprises four distinct layers: the input layer, LSTM layer, 
hidden layer, and output layer. The SSA performs the opti-
mization of the target parameters, namely the learning rate, 
epoch number, and neuron counts in the two hidden layers. 
The parameters' value range is specified, and the relevant 
parameters and the population's positional details are initial-
ized randomly.

While exploring the field of sparrow searches, the spar-
rows may exceed the boundaries of the search space (lower_
bound, upper_bound). This means that a sparrow might go 
beyond the range of the search space. However, reposition-
ing individual sparrows to a random area within the search 
space can yield better results, given the stochastic nature of 

Fig. 1  Proposed NDDSM 
architecture

1 Check_limits (new_pos, lb, ub) 

// new_pos- current position of , lb – lower_bound, 

ub - upper bound 

2   if new_pos < lb then
3 new_pos = lb+ (lb– new_pos) 

4 else 
5   if new_pos > ub then    
6 new_pos = ub - (new_pos – ub) 

7 else 
8 return new_pos 

9 end if 
10 return new_pos            

11 end if

Algorithm 1  IRLS Algorithm

Input: individuals N, dimension D, iterations , 

producers PN, scroungers SN, monitor MN
Output: optimal value 

1 Initialize individual optimal value , global optimal 

value 

2 for c in do
3 for producer i=1:PN do 

4   Update producer at ith location using Eq. (1)  

5   Apply check_limits () on Producer i            
 // use Algorithm 1

6 end for 
7 for scrounger i=(PN+1): N do 

8   Update scrounger at ith location using Eq. (2)  

9   Apply check_limits () on scrounger i           
  // use Algorithm 1

10 end for
11 for monitor i=1: MN do 

12 Update monitor at ith location using Eq. (3)  

13 Apply check_limits () on monitor i           
  // use Algorithm 1

14 end for
15  for i =1: N do 

16   Update  and 

17  end for 
18 end for 
19 return the best optimal value 

Algorithm 2  Optimization algorithm for SSA-BiLSTM-CNN 
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meta-heuristics. Thus, we have incorporated this technique 
as an upgrade step to address the misuse cycling of sparrows 
and correct the randomness that the original SSA algorithm 
might cause. Additionally, we have proposed a new method 
to enhance the optimum solution to prevent the SSA from 
being stuck in local optima during the exploitation phase. 
We have presented the pseudo-code for the Iteratively Ran-
domized Local Search (IRLS) method in Algorithm 1.

The architecture and decision-making capabilities of the 
SSA-BiLSTM-CNN model are shaped by the parameters 
optimized using an algorithm. These optimized parameters 
are utilized in constructing the model. Our parameter choices 
and model creation process involve an iterative algorithmic 
optimization search that reduces the human influence and 
simplifies the interpretation of the model's structure and 
parameters. The proposed SSA-BiLSTM-CNN model is 
described using pseudocode in Algorithm 2.

Experiments and Results

This section includes comprehensive descriptions of the 
datasets, data pre-processing, optimization of the model 
hyperparameters, and analysis of the results.

Dataset Description

In this section, we utilized ten pre-existing datasets that 
had already been annotated [1, 2, 5, 6, 34–40]. Out of 
these, six were obtained from Twitter [1, 2, 5, 6, 34, 
35], two from YouTube/Facebook (Chung et al. [36] and 

Salminen et al. [37]), one from Gab (Kennedy et al. [139]), 
and the last one was from Reddit (Karrek et al. [39]) are 
shown in Table 1. Finally, we merged all the multi-plat-
form datasets into a single comprehensive dataset contain-
ing 202,377 items, and Table 2 categorizes messages as 
either Hate Speech or Neither.

Data Pre‑Processing

Data pre-processing refers to the steps taken to manipu-
late, categorize, and modify data to improve the method’s 
effectiveness. Initially, we performed data analysis to 
extract essential features from the textual data during the 
early stages of the project. The pre-processing procedure 

Table 1  Summary of existing 
heterogenous datasets from 
multi-social medias

Data Source Paper Year ML Approach Instance

Twitter Davidson et al. [5] 2017 LR, SVM, DT, NB 24,783
Twitter Thomas et al. [1] 2019 LSTM 7005
Twitter Zampieri et al. [2] 2019 CNN 13,240
Twitter Ousidhoum et al. [6] 2019 BiLSTM, BOW 5647
Twitter Golbeck et al. [34] 2017 Corpus 20,360
Twitter Fortuna et al. [35] 2018 Corpus 45,407
Facebook, YouTube Chung et al. [36] 2019 Corpus 20,186
Facebook, YouTube Salminen et al. [37] 2020 SVM, LR, DT, RF, Adaboost 3222
Gab Kennedy et al. [38] 2022 Gab corpus 22,527
Reddit Karrek et al. [39] 2020 Reddit Corpus 40,000
Total instances from multi-social medias 202,377

Table 2  Summary of Multi-Social Media Attributes

Class Label Total Records

Hate Speech 0 113,651
Neither 1 88,726

Table 3  Optimizing various hyperparameters within a range to 
enhance the performance of the SSA-BiLSTM-CNN model

Hyper Parameters Lower Bound Upper Bound

Learning rate 0.0001 0.01
Epochs 1 50
Bi-LSTM layer 1 100
CNN layer 1 100
Dense layer 1 100

Table 4  Hyperparameter values of the SSA-BiLSTM-CNN model 
that remained constant

Hyper Parameters Values

Embedding Dimension [19] 300(GLOVE)
Kernel size in Convolutional Layer 4
Dropout 0.5
Fold cross-validation 5
Loss Function binary_crossentropy
Activation function Relu, Sigmoid
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starts with removing emotional content, passwords, URLs, 
and various symbols such as '$', '%', and ' > ', as well as 
noise characters like ';', '&', 'abc!', '|', and ':?'. We then 
eliminate all stop words and convert hashtags into regular 
text, such as #BanRefugees becoming Ban Refugees. Next, 
we apply stemming, lemmatization, and capitalization to 
all text data. Lastly, we tokenized all standard text data, 
which resulted in 44,577 unique tokens from various social 
media datasets.

Optimizing the Hyperparameters 
of the SSA‑Bi‑LSTM‑CNN Model for Optimal 
Performance

We have chosen five important hyperparameters of the Bi-
LSTM-CNN model to be optimized, including the learning 
rate, epochs, number of neurons in the Bi-LSTM layer, num-
ber of neurons in the CNN layer, and number of neurons in 
the Dense layer. Table 3 includes a summary of each hyper-
parameter's range.

The BiLSTM-CNN model’s parameter values that 
remained constant throughout the deep neural network 
experiment are shown in Table 4.

Results Analysis

This section examines the effectiveness of the SSA-BiL-
STM-CNN model in detecting instances of hate speech. 
Classical models, including FNN, RNN, LSTM, CNN, and 
GRU, are extensively employed in hate speech detection 
within the field. This approach enables a direct assessment 
of the efficiency of the proposed model, as outlined in this 
paper. Furthermore, the proposed method uses the hold-
out strategy to confirm optimal results. This approach ran-
domly splits each dataset into two portions: 80% is used for 

training, while the remaining 20% is used for testing. Every 
experiment in this study has been executed using Python 3.8 
and Tensorflow 2.6.0 and configured with NVIDIA Quadro 
K2220 32 GB on a Microsoft Windows 10 equipped with 
a Dual Intel Xeon E5-1650 3.50 GHz CPU and 128 GB of 
RAM.

The Adam optimizer is selected to enhance the efficiency 
of updating the network weights. For example, the popu-
lation of sparrows has been quantified as 10, whereas the 
percentage of individuals who have made the discovery is 
determined to be 20%. Optimizing all five hyperparameters 
of the SSA-BiLSTM-CNN model is necessary to attain the 
best results. It includes fine-tuning the learning rate, choos-
ing the appropriate number of epochs, and optimizing the 
number of neurons in the LSTM, CNN, and dense layers. 
A matrix of 10 × 5 dimensions initializes the search range, 
utilizing the primary parameter settings.

The SSA algorithm aims to determine the best hyperpa-
rameter values that produce the most favourable outcomes 
by exploring the search space and minimizing the loss on the 
test set. Setting an appropriate search range for the param-
eters is essential for preventing issues during the search pro-
cess, such as a broad search range that results in significant 
resource usage [41]. The study revealed that the prevalence 
of researchers opted for learning rates ranging from 0.001 

Table 5  Iterative process of 
optimizing the SSA-BiLSTM-
CNN model

Experiment Learning rate Epochs Neurons in BiL-
STM Layer

Neurons in 
1D-CNN Layer

Neurons in 
dense layer

1 0.0084 77 92 71 98
2 0.0069 63 85 88 78
3 0.0071 56 81 85 68
4 0.0062 60 78 76 61
5 0.0046 49 74 68 58
6 0.0035 32 69 64 55
7 0.0021 20 60 62 51
8 0.0014 18 61 62 51
9 0.0014 19 60 62 51
10 0.0014 18 60 62 51

Table 6  SSA-BiLSTM-CNN model hyperparameters optimization 
results

Hyper Parameters Lower Bound Upper Bound Optimal Value

Learning rate 0.0001 0.01 0.00146
Epochs 1 100 18
Bi-LSTM layer 1 100 60
CNN layer 1 100 62
Dense layer 1 100 51
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to 0.01, with a limited number of instances where learn-
ing rates were below 0.001 or above 0.01. Most studies that 
demonstrate parameter configurations maintain a limit of 

fewer than 100 neurons in deep neural network layers. Previ-
ous research studies have suggested using epochs within the 
range of 100 to approximately 200, while some have opted 

Fig. 2  The optimisation process for optimal parameters of the proposed model is depicted in Fig. 2, where a–d, and e represent its components. 
a Learning rate, b epochs, c Neurons in Bi-LSTM Layer, d Neurons in CNN Layer, and e Neurons in Dense layer
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Fig. 3  Confusion matrix of 
SSA-BiLSTM-CNN model
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for a more significant number of epochs. We have identified 
a suitable parameter search range through the analysis of 
these studies. The learning rate has been set to fall between 
0.0001 to 0.01, and the number of neurons in the LSTM, 
CNN, and DENSE layers has been defined to range between 
1 to 100. Our experiments showed that epochs exceeding 
100 did not significantly affect the results. Therefore, we set 
the epoch search range to 1 to 100 due to limitations in our 
experimental environment.

The SSA-BiLSTM-CNN model undergoes ten experi-
ments to optimize each parameter, as outlined in Table 5. 
As a result, the proposed SSA-BiLSTM-CNN model exhib-
its varying fitness values across each iteration. However, 
Table 5 demonstrates that the target parameters remained 
consistent throughout the seven iterations, suggesting that 
the SSA-BiLSTM-CNN model successfully identified the 
optimal parameters for the model. Furthermore, after the 
seven iterations, the fitness value and associated parameters 
exhibit stability upon attaining their optimal values.

Table 6 presents the ideal BiLSTM-CNN model param-
eters that the SSA determined. These parameters comprise a 
learning rate of 0.00146, an 18-epoch duration, 60 neurons 
in the BiLSTM layer, 62 in the CNN-1D layer, and 51 in 
the dense layer. A model for detecting hate speech is cre-
ated using these optimal parameter values obtained via SSA 
optimization. Figure 2 illustrates the optimization process 
for the ideal parameters of the proposed model, with its com-
ponents represented by a, b, c, d, and e. Figure 2a indicates 
that the learning rate's value remains consistent after reach-
ing the optimal values, while Fig. 2b shows that the number 
of epochs remains unchanged after seven iterations. Also, 
Fig. 2c–e show the optimal values of Bi-LSTM, CNN, and 
Dense layer obtained by the SSA optimization.

The training set comprises 202,377 tweets classified as 
“Hate Speech” and 161,902 tweets classified as “Neither”. 
Regarding the test dataset, the number of tweets classified 
as “Hate Speech” is 22,835, whereas the number of tweets 
classified as “Neither” is 17,640. Perform the classification 
using these sets. Figure 3 presents an ensemble of confu-
sion matrices accomplished by the SSA-BiLSTM-CNN 
model when employed on the test dataset. The data indicate 
that the model has successfully distinguished the text into 
Hate Speech and Neither category. For example, in Experi-
ment-1, the model categorized 18,229 texts as Hate Speech 
and 13,719 as Neither.

Similarly, in Experiment -2, the model successfully 
classified 19,049 texts as Hate Speech and 14,324 as 
Neither. In Experiment-5, the model categorized 20,401 
texts as Hate Speech and 15,823 as Neither. In Experi-
ment -8, the model successfully identified 22,249 texts 
as classified under Hate Speech, while 16,945 texts have 
classified under the Neither class. In Experiment -9, the 
model categorized 22,263 texts as Hate Speech and 16,959 
as Neither. Finally, the SSA-BiLSTM-CNN model has 

Table 7  Result Analysis of the proposed SSA-BiLSTM-CNN model

Bold values indicate better results than state-of-art methods

Experiment Precision Recall Accuracy F1- score

1 0.798 0.822 0.789 0.810
2 0.834 0.851 0.824 0.842
3 0.822 0.835 0.809 0.828
4 0.849 0.859 0.837 0.854
5 0.893 0.918 0.894 0.905
6 0.928 0.945 0.929 0.937
7 0.946 0.957 0.946 0.951
8 0.974 0.969 0.968 0.972
9 0.974 0.970 0.969 0.972
10 0.974 0.969 0.968 0.972

Table 8  Comparison of proposed model with existing approaches

Bold values indicate better results than state-of-art methods

S.No Paper Data Source ML Approach P R Accuracy

1 Davidson et al. [5] Twitter LR, SVM, DT, NB, RF 0.866 0.865 0.865
2 Gamback et al. [40] Twitter Char 4 –grams, word2vec, CNN 0.857 0.721 0.783
3 Waseem et al. [16] Twitter 0.729 0.777 0.739
4 Zhang et al. [14] Twitter CNN, LSTM 0.942 0.939 0.931
5 Salminen et al. [37] Facebook, YouTube LR, AdaBoost, DT, RF, SVM – – 0.789
6 Zampieri et al. [2] Twitter SVM, LSTM 0.824 0.821 0.802
7 Ousidhoum et al. [6] Twitter BiLSTM, BOW – 0.846
8 Vashistha et al. [15] Twitter CNN, LSTM, BERT 0.937 0.929 0.913
9 Zhou et al. [42] Twitter ELMO, CNN – – 0.715
10 Ganfure et al. [12] Twitter CNN, LSTM, GRU – – 0.901
11 Particle Swarm Opti-

mization (PSO)
Twitter, Facebook, YouTube, Gab, Reddit PSO-LSTM-CNN 0.848 0.865 0.840

12 Proposed Model Twitter, Facebook, YouTube, Gab, Reddit SSA-BiLSTM-CNN 0.974 0.969 0.968
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successfully identified 22,245 texts as Hate Speech and 
16,939 texts as Neither type in experiment-10.

Table 7 presents an in-depth investigation of the clas-
sification results obtained from the SSA-BiLSTM-CNN 
model across ten experiments regarding precision, recall, 
and accuracy. The experiment’s findings indicate that the 
model effectively classified texts across multiple iterations. 
In the first experiment, the model demonstrated an accu-
racy of 0.789. The second experiment yielded a model 
with an accuracy of 0.824. Likewise, the model achieved 
an accuracy of 0.946 in the seventh experiment. Experi-
ment 8 resulted in a model with an accuracy of 0.968, 
while in Experiment 9, the model attained an accuracy of 
0.969. Lastly, Experiment 10 produced a model with an 
accuracy of 0.968.

Table 8 compares the performance of the proposed 
model, SSA-BiLSTM-CNN, with those state-of-the-art 
methods. The model under consideration exhibited supe-
rior evaluation metrics compared to machine learning 
and deep learning models. First, the simulation values of 
the techniques developed by Davidson et al. [5], Zhang 
et al. [14], Salminen et al. [37], and Zampieri et al. [2] 
have indicated a reduced level of accuracy, with values 
of 0.865, 0.931, 0.789 and 0.802, respectively. Subse-
quently, the techniques proposed by Vashistha et al. [42] 
and Ganfure et al. [12] have achieved good precision, pre-
cisely 0.913 and 0.901, respectively. In addition, we also 
reproduce the PSO-LSTM-CNN algorithm for optimizing 
the proposed model to achieve less accuracy (0.840) than 
the SSA-BiLSTM-CNN model. This observation empha-
sizes the effectiveness of SSA in addressing the issue of 
identifying hate speech. The model's precision, recall, and 
accuracy under consideration are 0.974, 0.969, and 0.968, 
respectively.

Conclusion

Detecting hate speech in textual content presents a difficulty 
in natural language processing. Consequently, there has been 
a notable increase in applying deep learning models for vari-
ous natural language processing tasks. Our research intro-
duces an innovative method to improve the optimization of 
hyperparameters in deep neural networks. Specifically, we 
have introduced an SSA-BiLSTM-CNN model for a deci-
sion support system on hate speech detection. The sparrow 
search algorithm has been optimized by optimizing the 
LSTM and CNN models' parameters. This algorithm offers 
an objective rationale for the model's network structure and 

parameter configurations. The model is trained and tested 
on a dataset comprising multiple social media platforms. 
The study compared the SSA-BiLSTM-CNN model utilizing 
deep learning techniques and conventional machine learning 
methods. The findings indicate that the SSA-BiLSTM-CNN 
approach attains extraordinary precision in predicting hate 
speech identification.
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