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Abstract
Accurate prediction of water demand in a city is crucial for the management of urban water distribution system. The cur-
rent study aims to create adequate daily water demand forecasting models for the Canadian metropolis of London utilizing 
deep learning (DL)-based models. This study explores the potential of two stand-alone DL models for daily water demand 
modeling using a convolutional neural network (CNN) and the long short-term memory (LSTM) along with their hybrid 
CNN–LSTM model. Furthermore, a deep learning-based bi-directional LSTM model is introduced with CNN to predict 
daily water consumption in London as CNN–BiLSTM hybrid model. Daily water consumption data for the years 2009 to 
2020 are used for the development and assessment of the predictive models. These stand-alone and hybrid models have been 
developed with specified input lags of daily water demand and verified for daily water demand prediction. The performance 
of the developed hybrid models was compared with other well-established DL-based stand-alone models. The model out-
comes during the training, validation, and testing phases were assessed using statistical metrics such as the mean absolute 
error (MAE), Nash–Sutcliffe coefficient (NSE), correlation coefficient (r), Scatter Index (SI), Mean Bias Error (MBE), and 
Discrepancy Ratio (DR). The stand-alone models captured the observations very well during training and testing which is 
obvious at 1-day ahead. Moreover, at 7 days and 15 days ahead those models, except the stand-alone CNN, closely repro-
duced the pattern in daily water demand. Among the hybrid models, the outperforming CNN–BiLSTM model produced 
1-day to 15-day multi-step ahead forecasting with performance metrics in the following ranges: MAE = 0.245–2.541 ML/
day, NSE = 99.830–84.843% and r = 0.999–0.921 during the testing period. The uncertainty analysis has been performed 
which advocates the superiority of the CNN–BiLSTM model showing the forecasts bands with 88–90% observations within 
the 90% confidence interval (CI). Overall, the outcomes supporting the CNN–BiLSTM is to be considered as a promising 
deep learning procedure for accurate forecasting of urban water demand in any city globally.
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Introduction

In any water distribution system water demand can be 
represented as the driver, and an effective water demand 
forecasting aids to accomplish effective water manage-
ment in any urban metropolis. Accurate water demand 
forecasting helps in better urban planning and sustainable 
development [1, 2]. Water demand in a city is influenced 
by many factors such as the population of the city, various 
industrial establishments in the city, climatic conditions 
[3, 4]. Therefore, predicting accurate water demand in an 
urban city is a challenging task. Water demand forecasting 
can be classified into three types based on the time pros-
pect considered: short-term, medium-term, and long-term 
forecasting [5]. The medium- and long-term water demand 
forecasting may assist in planning and development of the 
reservoir systems and water network [3, 6]. Short-term 
water demand forecasting also called as operational time 
forecast provides an estimate of water demand over short 
horizons ranging from few days to weeks. Short-term 
demand forecasts enable real-time management of water 
distribution network devices.

Traditionally, researchers used various techniques to 
model water demand such as regression, autoregressive 
integrated moving averages (ARIMA), artificial intel-
ligence (AI) models [7–10]. Conventional techniques, 
particularly linear regression-based models are known 
for their simplicity in understanding and implementa-
tion. They have been the primary focus of research and 
extensively applied in practical applications [11]. On the 
other hand, they appear to lack accuracy in forecasting 
water demand, which can create serious problems in the 
smooth running of the network system. Moreover, changes 
in water demand exhibit nonlinearity due to non-linear 
changes in water consumption, temperature variations, 
and holidays impacting urban water usage [12] and cannot 
be accurately predicted by linear approaches [13]. In the 
realm of water demand forecasting, some of the AI models 
have been explored in previous studies such as artificial 
neural network (ANN) [5, 6], support vector machines 
(SVM) [13–16], SVM method using Fourier method [14], 
random forests [15], extreme learning machines (ELM) 
[15, 17], employed ELM in conjunction with wavelet 
based ANN [18], system dynamics modeling (SDM) [19], 
ensemble wavelet–bootstrap machine-learning approach 
[20], singular spectrum analysis coupled with neural net-
works [21], and adaptive neuro-fuzzy inference system 
(ANFIS) [22]. In general, these learning techniques have 
shown successful results and are widely applied in water 
demand forecasting.

However, the growth of urbanization and the conse-
quences of climate change causes considerable uncertainty 

in the time-series data making forecasting more difficult, 
which inspiring experts to improve and develop new mod-
els including the use of deep learning (DL) techniques. 
In contrast to the traditional method for water demand 
forecasting, DL can take previous data and automatically 
recognize trends through consecutive layer representation, 
and layers leading to the development of the model which 
is also known as hierarchical representation learning [23]. 
In recent years, DL techniques have shown remarkable 
and promising results in many fields such as sentiment 
analysis [24, 25], facial recognition [26, 27], natural lan-
guage processing [28], weather prediction [29], and time-
series analysis [30]. A DL network allows the usage of 
hundreds or even thousands of hierarchical layers, and it 
learns autonomously from past data [31]. CNN network 
can very well extract the features in urban water consump-
tion dataset while being used in urban water demand fore-
casting problem [32].

The incredible achievements of DL modes in various 
fields have inspired researchers to investigate and imple-
ment the DL model for forecasting water demand. Review-
ing subsequent and more recent work on deep learning for 
water demand forecasting, we found that Guo G et al. [33] 
used the gated recurrent unit network (GRUN) model to 
forecast short-term water demand and Salloom T [34] used 
the GRUN for real-time water demand forecast in China. 
Study also used long short-term memory (LSTM) neural 
networks combined with wavelet transform and principal 
component analysis for daily urban water demand predic-
tion [35] and the deep belief network (DBN) technique was 
used for modeling daily urban water demand [36]. Moreover, 
researchers applied a continuous deep belief echo state net-
work (CDBESN) for hourly urban water demand forecast-
ing and found the developed model outperforms the echo 
state network (ESN) and SVR models used in the study [37]. 
The recent study also addressed the challenge of predicting 
household water consumption for four different water use 
types (apartment, restaurant, detached house, and elemen-
tary school) with non-linear patterns (weekdays and week-
ends as explanatory variables) using deep learning-based 
LSTM models [38]. Furthermore, the study by Kavya M 
[39] focused on short-term water demand forecasting using 
nine machine learning and deep learning models. The results 
indicate that deep learning models, particularly the LSTM 
model, outperform machine learning models in both univari-
ate and multivariate scenarios. The outcomes were compared 
with the artificial neural network (ANN) model, support vec-
tor regression (SVR) model, and conventional autoregressive 
integrated moving average (ARIMA) model. Researchers 
stated that the LSTM gained huge attraction in the field of 
time-series forecasting, particularly bi-directional LSTM 
(BiLSTM) introduced an architecture for better learning 
[40] and the prediction error is reduced using the hybrid 
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CNN–BiLSTM model [12]. Moreover, the hybrid model 
can incorporate historical water data and climatic factors, 
resulting in improved prediction accuracy compared to other 
stand-alone models (such as LSTM, BiLSTM, CNN, GRUN, 
and ANN). In addition, it demonstrates shorter training time 
and convergence in comparison to other models [12].

The objectives in the present study are: (i) to evaluate the 
predictive efficacy of DL models, namely CNN, LSTM, BiL-
STM models and (ii) to develop hybrid models CNN–LSTM 
and CNN–BiLSTM that combines the advantages of stand-
alone models (CNN and LSTM) and bidirectional approach, 
respectively. To the best of our knowledge, the potential of 
the hybrid CNN–LSTM and CNN–BiLSTM deep learning 
model for water demand prediction has not been explored 
yet. Further, the uncertainty analysis has been done for all 
the models used in this study for better evaluation of model 
limitations.

Study Area and Data Collection

The daily water consumption datasets for the London city in 
Canada (study area located in Fig. 1) have been used from 
1st July 2009 to 2nd September 2020 for development of 
urban water demand forecasting models. The daily water 
demand data are computed from water billing data and pro-
vided by the Municipal Artificial Intelligence application lab 
out of the Information Technology Services division (https://​
github.​com/​aildn​ont/​water-​forec​ast). The variation of the 
daily water consumption in the city can be observed from 
Fig. 2 which reaches a peak between March and November 
with few exceptions during the year 2014 and beginning of 
2017. The descriptive statistics of the water demand data 
from the city of London, including minimum, maximum, 
mean, and standard deviation can be found in Table 1.

Methodology

This section describes the state-of-the-art deep learning 
methods which have become the proposed solutions for 
time-series forecasting in water resources variables related 
to water quantity.

Neural Network and Its Forms

The state-of-the art deep learning models have been evolved 
from the age-old artificial neural network [41] with differ-
ent levels of complexity in structure, parameterization and 
run-time consumption. The models are subsequently evalu-
ated for 1 day to 15 days ahead of water demand forecast-
ing. The artificial neural networks are based on learning the 
non-linear input–output relationship existing in the observed 
parameters through weighted synaptic connections [42] con-
sisting of input layer, one or more processing layers, and 
an output layer represented by nodes/neurons The model 
performance depends on historical data used for training 
and the method for determining the weights and functions 
for inputs and nodes during training [43]. The neuron has an 
internal activation level in the hidden layer called the activa-
tion function/transfer function which establishes a relation-
ship between the weighted inputs and the outputs.

Furthermore, the structure of recurrent neural net-
work (RNN) is meant to handle sequential data sample or 
ordered data in which subsequent things relate and follow 
each other. RNN is having an internal state (memory) that 
allows accepting the short- or long-term outputs to be used 
as inputs [44]. RNNs can process input data sequences using 
their internal hidden memory, and as a result, they can be 
used for applications such as handwriting identification, 
speech recognition, and time-series analysis. In RNN, the 
information cycles through a loop make the inputs related 
to each other. This helps RNN to examine the input and 

Fig. 1   Time series of the daily water demand for the city of London, Canada

https://github.com/aildnont/water-forecast
https://github.com/aildnont/water-forecast
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output sequences while making a decision. Figure 3 shows 
an unfolded architecture of simple RNN and the mathemati-
cal expressions are as follows:

xt is the input sequence at a time t. st is the hidden mem-
ory at the time t, which is estimated based on the current 
input and the preceding hidden memory. st can be formu-
lated as

(1)St = f (Uxt
+WSt−1)

where f is the activate function, which acts as a non-linear 
transformation that results in transferring the input sequence 
before sending it to the next layer of neurons or concluding 
it as output. There are different types of activation func-
tions used in deep learning such as sigmoid function, step 
function, tanh, and rectified linear unit (ReLU). The initial 
hidden memory s0 for estimating the first hidden memory s1 
is usually considered 0. ot is the outcome at a time t and is 
calculated by

U, V and W are the weights of the hidden layer, the output 
layer, and the hidden memory, correspondingly. xt and ot  are 
the input and outcome sequences at the time t, respectively.

Despite the advantages of using RNN, it has some disad-
vantages, such as vanishing gradient and exploding gradi-
ent problems [45, 46] and inefficiency of RNN to handle 
much older past information even using a different activation 
function.

Long Short‑Term Memory (LSTM) as a Form of RNN

LSTM is an upgraded kind of RNN that was designed to 
model sequential data and their long-term dependencies 
more precisely than the traditional RNN. The LSTM was 
designed by Hochreiter, Schmidhuber [47]. It has been 
so designed that it can overcome the vanishing gradient 

(2)ot = f (VSt)

Fig. 2   Study area map showing the city of London, Canada

Table 1   Descriptive statistics of the water use demand data used in 
the London city of Canada

Metrices Values

Max (ML/day) 135.78
Min (ML/ day) 85.05
Avg (ML/day) 105.41
SD (ML/day) 9.48
Population 404,699
Time period 2009–2020
Time lag used (days) 1–3–6–12
Data points 4082
Training (%) 75
Testing (%) 12.5
Validation (%) 12.5
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problem. The LSTM architecture consists of a memory 
cell and three multiplicative gating units. An input gate 
enhances information to the cell state memory, a forget 
gate, which eliminates the data that are no longer essential 
to the model, and an output gate, which picks the informa-
tion to be shown as output. Figure 4 shows a simple LSTM 
architecture.

In the above equations, all weights (W) and biases (b) 
are learned during the model development period.

(3)ft = �(Wf × [ht−1, xt] + bf )

(4)it = �(Wi × [ht−1, xt] + bi)

(5)C̃t = tanh(WC × [ht−1, xt] + bC)

(6)Ct = ftCt−1 + itC̃t

(7)ot = �(Wo × [ht−1, xt] + bo)

(8)ht = ot tanh(Ct)

One‑Dimensional Convolutional Neural Network 
(1D‑CNN)

Convolutional Neural Network (CNN) is a DL neural struc-
ture generally used for image recognition [48, 49]. A CNN 
is made up of a series of convolutional layers, the output of 
which is only linked to local regions in the input, allowing 
the network to learn filtering that detects certain patterns 
in the input data [45, 49]. An architecture of CNN for one-
dimensional time series for water demand prediction has 
been used in this current study (Fig. 5).

A 1D-CNN consists of a convolutional hidden layer that 
works over a one-dimensional (1D) sequential input layer. 
Under the situations such as very long input sequences, a 
second convolution layer is formed and then a pooling layer 
is generated following the 1D sequential layer whose func-
tion is to refine the convolution layer outputs to the most rel-
evant input variables. A dense fully connected layer follows 
the convolutional and pooling layers which interprets the 
features extracted by the convolutional layer of the model. 
A flatten layer is used between the convolutional layers and 
the dense layer to reduce the feature maps to a single one-
dimensional vector. In this study we have developed a con-
volutional layer with 64 filters, the kernel of size 2, and the 
Rectifier linear unit (ReLU) as the activation function. The 

Fig. 3   Typical recurrent neural 
network structure

Fig. 4   LSTM architecture
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input feature is then inferred by a max-pooling layer and a 
dense layer; and finally, the output layer predicts a single 
numerical value. The model is built-in with the efficient 
Adam optimization algorithm and the mean-squared error, 
or ‘MSE,’ is considered as the loss function.

BiLSTM Model

The conventional LSTM works with the one-directional 
data processing which has been the factor for reduced effi-
ciency of LSTM model in prediction of water demand [12]. 
However, multidirectional data may contain valuable infor-
mation. To overcome these challenges, the bi-directional 

LSTM (BiLSTM) incorporates the sequential information 
from both forward and reverse directions in the dataset, as 
depicted in Fig. 6.

This means that the past data information of input data 
sequence is received by forward LSTM whereas future data 
points are achieved by reverse LSTM [50]. The BiLSTM 
architecture is incorporated with forget gate structure that is 
similar to LSTM architecture but the assigned weights and 
biases in BiLSTM increases two times in comparison with 
LSTM. In each directions, datasets are trained separately 
during the training process and finally fused by integrating 
the outputs as expressed as follows:

where ���⃗Ot and �⃖�On−t+1 are the output of forward and backward 
directions, respectively; ∫ . is used for integration operator; 
and Ot is the predicted output at time t

Hybrid CNN–LSTM and CNN–BiLSTM Models

When advanced ML models such as CNN, LSTM and BiL-
STM are used individually, the network structure have their 
specific advantages. Previous studies suggest that CNN and 
LSTM (as well as BiLSTM) models could be better suit-
able stand-alone model for developing a hybrid approach 
[12]. The long short-term memory (LSTM) model has been 
evolved to solve the long-term data dependencies due to its 
gradient vanishing and exploding issues. In this study, hybrid 
form of DL models named as CNN–LSTM and CNN–BiL-
STM have been developed by integrating the advantages of 
these stand-alone models to predict water demand in dif-
ferent cities of Canada. The CNN–LSTM model consisted 
of the upper layer with the CNN input layer with several 

(9)Ot =
���⃗Ot ∫ �⃖�On−t+1

Fig. 5   CNN architecture for water demand prediction model

Fig. 6   BiLSTM model archi-
tecture
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hidden layers and an output layer which extracts features 
to be given as input to LSTM cells. The hidden layer typi-
cally consists of a convolution layer that has already been 
discussed in the CNN model under “Hybrid CNN–LSTM 
and CNN–BiLSTM models”. The topological architecture 
of the CNN–LSTM model is presented in Fig. 7a.

The other hybridized form of CNN–BiLSTM model 
combines the CNN with BiLSTM that merges the benefits 
from both stand-alone CNN and BiLSTM models. The input 
vector for CNN model contains the water demand at differ-
ent time lags and outcome of the CNN model is later fed 
to the BiLSTM network, and finally, the fully connected 
layers generate the predicted output. The complete archi-
tecture of the proposed CNN–BiLSTM model to forecast 
water demand in the given framework is shown in Fig. 7b.

Model Development and Hyperparameters 
Optimization

The stand-alone as well as hybrid models have been devel-
oped using Python 3.6.10, Tensorflow 2.1.0 version and 
Keras deep learning library in Windows 7 [51]. While 
developing a deep learning model, it is crucial to select a 
suitable loss function as well as an optimizer. A loss func-
tion (or objective function) is one of the essential parameters 
required to compile a model and to evaluate how well the 
deep learning procedure fits the observed and predicted vari-
able. There are different types of loss functions such as the 
cross-entropy loss, mean-squared error (MSE), Huber loss, 
and hinge loss. However, most of the studies use MSE as a 

loss function to train deep learning models used in regres-
sion or prediction tasks. We trained the 1D-CNN and LSTM 
model with Adaptive Moment Estimation (Adam), stochas-
tic gradient descent (SGD), Root Mean Square Propaga-
tion (RMSprop), Adaptive Gradient algorithm (AdaGrad), 
wherein the Adam being an adaptive learning rate optimiza-
tion procedure performed the best among other optimization 
algorithms. Tuning the hyperparameters of any deep learn-
ing model is a vital part of any model for better input–out-
put mapping. We tuned the hyperparameters of each model 
based on their Keras packages. Out of the available data 
from 2009 to 2020, 70% data is used for training, and the rest 
data are equally divided for validation and testing purposes. 
Each model has a batch size of 10 and is trained for 500 
epochs. As input selection is one of the cumbrous and essen-
tial tasks while working with model development, we will 
follow the input combination through autocorrelation and 
partial-autocorrelation analysis for the time series. Further, 
all the DL models used in this study have been developed 
using the optimal input combination.

Model Performance Evaluation

In the study, the performance of the developed models was 
evaluated using various statistical measures such as Correla-
tion coefficient (r), Mean Absolute Error (MAE), Nash–Sut-
cliffe Efficiency (NSE), Scatter Index (SI), Mean Bias Error 
(MBE), and Discrepancy Ratio (DR) [52–54]:

(10)

r =

∑N
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�
WDObs −WDObs

��
WDPred −WDPred

�

�
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�2
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�
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�

�
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�
−

�
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�2

�
1
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[
(
1

n
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]
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Fig. 7   a Hybrid CNN–LSTM and b CNN–BiLSTM models
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where WD(Obs) is the observed water demand, WD(Pred) is 
the predicted water demand, WD(Obs) and WD(Pred) are the 
mean of the observed and predicted water demand and N is 
the number of data points.

Uncertainty in Water Demand Utility

The probabilistic forecast would be important in management 
of water distribution systems involving the confidence level 
in the advance prediction of water quantity variables. The 
uncertainty analysis of any model outputs can be made using 
quantile regression analysis. The predictions of water demand 
variables in normalized form can be represented in a linear 
relationship with the residual as follows [55, 56]:

where m and c are the slope and intercept parameters. While 
doing the regression analysis, the sum of the weighted abso-
lute residuals is minimized using an objective function,

(16)NR = m × ND + c

where ε is the desired quantile, and �� is the quantile regres-
sion function for adjustment of NRε.

Quantile regression was carried out using the programming 
functions ‘quantilereg’, in the MATLAB package. Using the 
calibration dataset, the regression between NR and ND at 
the quantiles of ε = 95%, 5%, 75% and 25% were analyzed to 
obtain the regression lines for NRε. The m and c parameters 
were imposed on forecasted discharge to obtain the residuals in 
the Gaussian domain, NRε at different quantiles. The combina-
tion of estimated error quantile in the original domain, Rε and 
the forecasted WD was obtained as follows:

This finds the relationships at desired quantiles for the 
calibrated data in the original domain; and it can be imposed 
on any forecasted value by means of linear interpolation 
or, if forecasted values are found outside the domain of the 

(17)min

n∑

i=1

��
|
|
|
NR� −

(
m�ND� + c�

)|
|
|

(18)WD� = WD + R�

Fig. 8   Autocorrelation and Par-
tial autocorrelation analysis for 
the water demand time series
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calibration dataset, with linear extrapolation. Moreover, simi-
lar models were derived for several lead times forecasts by the 
developed models.

Results and Discussion

With the availability of time series of water demand for 12 
years, it was first taken towards check of data stationarity. 

Fig. 9   Training performance of the CNN–BiLSTM model
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Fig. 10   Visualization of forecasting performance of LSTM over the CNN model

The Augmented Dickey Fuller test, a form of Dickey Fuller 
test [57], was conducted (ADF Statistic: − 5.913) which 
indicated the p value < 5% (2.605e−07) and the null hypoth-
esis that the data are non-stationary was rejected. Hence, 
without doing any pre-processing, the existing correlation 
in the univariate time series of daily water demand was ana-
lyzed to find autocorrelation and partial autocorrelation in 
the time series with respect to time-lag (Fig. 8). The reduc-
ing trend of autocorrelation and the partial autocorrelation 
with 95% confidence bound indicated the dominance of 
autoregressive (AR) component in the dataset. Hence, the 
previous day water demand data for 4 days lags were used 
as the inputs, i.e., from WDo (t − 1) upto WDo (t − 4) into the 
forecasting models. WDo is the observed water demand for 
different time-lag, and WDf will be the notation for water 
demand forecast from the model.

Strategic Modeling for Water Demand Forecasting

Initially, the models are trained with observed daily water 
demand of day 1 WDo (t) for an output water demand for 
next day i.e., WDf (t + 1). Further, the models are trained 
and tested for forecasting at WDf (t + 1), WDf (t + 7) and 
WDf (t + 15) days which makes the short-term demand 
forecasts (week advance) essential for management of 
water network systems.

The model training was conducted with hyperparameter 
tuning for the CNN, LSTM, BiLSTM and their hybrid mod-
els. The time series of model training data and correspond-
ing prediction can be found in Fig. 9 (only CNN–BiLSTM is 
included). The time series of observed and forecasted water 
demand during testing phase for both stand-alone CNN and 
LSTM models are shown in Fig. 10. Figure 11 specifically 
displays the time series for CNN–BiLSTM models at dif-
ferent lead times throughout the testing period. The forecast 
accuracy achieved by the developed stand-alone models 
using training, validation and testing dataset are summarized 
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in Table 2. On the other hand, Table 3 provides the forecast 
accuracy for the hybrid models. Furthermore, performance 
measures such as SI, MBE, and DR were utilized to accu-
rately assess the prediction of water demand across all the 
models [54, 58]. The models consistently performed well 
during training, but in contrast, the CNN model showed 
efficiency < 90% during 15-day lead. The other models 
captured the continuous events of daily water demand with 
NSE > 90% even up to 15-day lead forecasting mode in 
terms of peak demand and time of the event.

From tables, it is observed that the observed val-
ues are closely captured during testing at 1-day-ahead 
forecasting in case of all the stand-alone DL models. 
The performance of all stand-alone DL models is as fol-
lows: MAE = 0.487 ML/day, NSE = 99.41%, r = 0.998, 
SI = 0.563, MBE = − 5.288, and DR = 0.049 for CNN 
model, MAE = 0.537 ML/day, NSE = 99.46%, r = 0.999, 
SI = 0.064, MBE = − 0.49, and DR = 0.004 for LSTM, 
and MAE = 0.514 ML/day, NSE = 99.44%, r = 0.999, 
SI = 0.065, MBE = − 0.469, and DR = 0.004 for the 

Fig. 11   Improved forecasting 
performance of CNN–BiLSTM 
model at different lead times
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BiLSTM model. During the testing period, the perfor-
mance of the hybrid models show MAE = 0.320 ML/day, 
NSE = 99.734%, r = 0.999, SI = 0.055, MBE = 0.101, and 
DR = − 0.001 for CNN–LSTM model; and the CNN–BiL-
STM model achieved a performance with the following 
indices: MAE = 0.245 ML/day, NSE = 99.830%, r = 0.999, 
SI = 0.064, MBE = -0.209, and DR = 0.002. The perfor-
mance of the models based on NSE varies in the order as 
follows: CNN–BiLSTM > CNN–LSTM > CNN > BiL-
STM > LSTM for training. During validation, the order is 
CNN–LSTM > LSTM > BiLSTM > CNN–BiLSTM > CNN, 
and it is CNN–BiLSTM > CNN–LSTM > LSTM > BiL-
STM > CNN in testing phase. All the predictive models 
considered herein are reliable as the NSE values are in the 
acceptable range of 0.75–1. Moreover, the hybrid model 
(CNN–LSTM) exhibit improved SI and DR compared to 
the stand-alone models indicating more precise evaluation 
of water demand forecast model by the hybrid approaches.

Afterwards, the input scenario with WD (t-1) to WD (t-4), 
i.e., water demand of 1 day to 4 days before were consid-
ered in building and re-training the models. All the selected 
models were customized for multi-step ahead water demand 
forecasting and the lead-time water demand as output were 
simulated using the trained models. In this forecasting task, 
we have summarized the models for 1-day, 7-day and 15-day 
lead-time water demand prediction (see Tables 2 and 3). The 
forecasting performance of the CNN model is not significant 
due to loss of its data capturing capacity as the model has 
no memory structure, although it has strong feature selec-
tion layers. However, the recurrent-type network of LSTM, 
BiLSTM as well as the hybrid models with CNN combines 
the memory structure and performs well in the forecasting 
problems. For 7-day-ahead water demand forecasts, the 
NSE of the CNN model reduced to 65.34%, and in case of 
the other models the NSE values are: for LSTM = 95.51%, 

Table 2   The stand-alone model 
performance for water demand 
forecasts

Lead-time 
of forecast

Models’ performance NSE (%) r MAE (ML/day) SI MBE DR

CNN
 1-day Train 98.21 0.991 0.621 0.482 − 3.694 0.035

Validation 98.69 0.994 0.562 0.579 − 5.512 0.052
Test 99.41 0.998 0.487 0.563 − 5.288 0.049

 7-day Train 78.83 0.888 3.006 0.325 − 1.95 0.018
Validation 57.31 0.757 4.479 0.406 − 3.336 0.03
Test 65.34 0.808 4.448 0.57 − 6.706 1.057

 15-day Train 68.37 0.827 3.616 0.356 − 1.664 0.015
Validation 37.36 0.611 5.155 0.433 − 2.979 0.027
Test 44.47 0.667 5.202 0.444 − 3.242 0.03

LSTM
 1-day Train 96.09 0.980 0.883 0.211 − 0.2 0.002

Validation 98.81 0.995 0.570 0.098 − 0.5 0.004
Test 99.46 0.999 0.537 0.064 − 0.49 0.004

 7-day Train 92.62 0.966 1.602 0.225 0.22 − 0.002
Validation 91.25 0.958 1.451 0.222 0.05 − 0.001
Test 95.51 0.979 1.327 0.183 − 0.23 0.002

 15-day Train 81.63 0.920 2.737 0.345 0.37 − 0.004
Validation 76.03 0.894 2.637 0.355 − 0.09 0.001
Test 81.65 0.921 2.519 0.329 − 0.63 0.005

BiLSTM
 1-day Train 96.12 0.980 0.840 0.210 − 0.154 0.001

Validation 98.79 0.995 0.580 0.099 − 0.748 0.004
Test 99.44 0.999 0.514 0.065 − 0.469 0.004

 7-day Train 92.58 0.966 1.642 0.241 0.328 − 0.003
Validation 91.18 0.958 1.487 0.234 − 0.006 0.001
Test 95.63 0.979 1.336 0.212 − 0.274 0.003

 15-day Train 81.82 0.920 2.736 0.373 0.451 − 0.005
Validation 76.04 0.894 2.650 0.371 − 0.192 0.002
Test 81.74 0.921 2.518 0.375 − 0.741 0.006
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for BiLSTM = 95.63%, for CNN–LSTM = 95.641%, and 
for CNN–BiLSTM = 95.655%. The stand-alone BiLSTM 
model is almost equally efficient with the CNN–LSTM 
hybrid model in case of 7-day- and 15-day-ahead forecast 
which indicates the robustness of the BiLSTM structure as 
a stand-alone multi-step forecasting model. The CNN–BiL-
STM model produced 15-day forecast with NSE = 84.843% 
followed by BiLSTM > CNN–LSTM > LSTM > CNN 
models. The MAE of the forecasts by the CNN–BiLSTM 
model ranges as 0.245–2.541 ML/day for 1- to 15-day lead 
which reflects the consistency of the model to long-lead as 
the model keeps the memory layers updated. The MAE for 
other models for 1–15 days forecasts range as: CNN–LSTM: 
0.320–2.483 ML/day, BiLSTM model: 0.514–2.518 ML/
day, LSTM: 0.537–2.519 ML/day, and CNN: 0.487–5.202 
ML/day. Similarly, the SI of CNN–LSTM and CNN–BiL-
STM models ranges from 0.055 to 0.271 and 0.064 to 0.272, 
respectively. It can be observed that SI values consistently 
increase from the 1-day forecast to the 15-day forecast 
period. This trend is indicative of a higher level of scat-
ter in the data as the forecast horizon extends that can be 
interpreted from the uncertainty plots (Fig. 12 (b–d)). The 
results are in-line with the suggestion by Hu et al. [12] as 
the hybrid approach of CNN and LSTM/BiLSTM models 
produced satisfactory results in forecasting. In order to 
assess the uncertainty of the models for lead-time forecast-
ing, quantile regression method has been applied using the 
training errors to find the parameters (Fig. 12a). The range 

of quantiles between 0.95 and 0.05 indicate a 90% CI band; 
and similarly, the range between 0.75 and 0.25 quantiles 
indicate 50% CI band.

For representing the resulting uncertainty in streamflow 
forecasting (for testing results), the forecasts are shown in 
the form of 90% CI and 50% CI in the area plot; and the cor-
responding observed water demand time series are shown 
in red points (Fig. 12b–d). The average width of confidence 
interval bands is an indicator of the level of uncertainty. It 
can be observed that the width of CI bands is very narrow 
at 1-day ahead forecast due to the accurate prediction of 
the next day water demand forecasting. At higher lead-time 
modeling by the CNN–BiLSTM model, though the width of 
the CI band increases, it accommodates most of the observed 
values within the 90% CI band which indicates the reliabil-
ity of the model. The CNN–BiLSTM model at 15-day lead 
outperformed other stand-alone and hybrid CNN–LSTM 
model. The uncertainty bands of the CNN–BiLSTM show 
the observed water demand within the CI bands with some 
underprediction during the peak water demand in year 2020. 
The number of data points within the bound of the CI varies 
from 88 to 90% even up to 15-day lead forecasting.

Comparison of the Present Study with Previous 
Investigations

Comparing our study to previous investigations in the field 
of urban water demand prediction reveals several novel 

Table 3   The hybrid model 
performance for water demand 
forecasts

Lead-time 
of forecast

Models’ performance NSE (%) r MAE (ML/day) SI MBE DR

CNN–LSTM
 1-day Train 98.892 0.995 0.459 0.026 0.033 − 0.786

Validation 98.893 0.994 0.447 0.091 0.045 − 0.001
Test 99.734 0.999 0.320 0.055 0.101 − 0.001

 7-day Train 93.421 0.967 1.556 0.172 − 0.112 0.001
Validation 91.787 0.958 1.483 0.154 − 0.541 0.005
Test 95.641 0.978 1.301 0.154 − 0.541 0.005

 15-day Train 84.982 0.922 2.617 0.249 0.313 − 0.003
Validation 79.405 0.891 2.664 0.272 − 0.423 0.003
Test 83.601 0.914 2.483 0.271 − 0.422 0.003

CNN–BiLSTM
 1-day Train 99.290 0.996 0.331 0.034 − 0.110 0.001

Validation 98.740 0.994 0.364 0.099 − 0.243 0.002
Test 99.830 0.999 0.245 0.064 − 0.209 0.002

 7-day Train 93.315 0.966 1.634 0.164 0.352 0.003
Validation 91.545 0.957 1.603 0.229 0.474 − 0.004
Test 95.655 0.978 1.355 0.148 0.112 0.001

 15-day Train 84.799 0.921 2.717 0.365 − 0.422 0.004
Validation 79.586 0.892 2.771 0.298 − 0.386 0.004
Test 84.843 0.921 2.541 0.272 − 0.422 0.003



	 SN Computer Science           (2023) 4:752   752   Page 14 of 16

SN Computer Science

contributions and advancements [14, 59–61]. In contrast to 
earlier studies that predominantly relied on traditional sta-
tistical models or simpler machine learning algorithms, our 
research employed advanced deep learning models, spe-
cifically the CNN–LSTM and CNN–BiLSTM architectures 
[12]. This choice allowed us to capture complex spatial and 
temporal dependencies in the water demand data. Moreover, 

our study showcased superior performance metrics, includ-
ing higher r, lower MAE, and improved NSE, particularly 
for shorter lead times [17, 33, 34]. In addition, other metrics 
such as SI, MBE, and DR were employed to precisely evaluate 
the prediction of water demand [54, 58]. These results can be 
attributed to the utilization of extensive and high-resolution 
datasets, which include additional relevant variables such as 

Fig. 12   a Plot of residuals vs 
forecasts during model training 
and b–d uncertainty plots for 
the CNN–BiLSTM forecasting
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precipitation, temperature, atmospheric pressure, dewpoints, 
and humidity. Furthermore, these outcomes demonstrate the 
effectiveness of leveraging the strengths of deep learning tech-
niques [12]. By surpassing previous investigations, our study 
contributes to the advancement of urban water demand pre-
diction and highlights the potential of deep learning models 
in achieving accurate and reliable forecasts. Nonetheless, it is 
important to consider the generalizability of our findings to 
other regions and time periods.

Conclusions

Urban water demand forecasting is an essential component 
in the effective management of available water in an urban 
city. It can help the water managers in decision-making 
about water demand and supply in a city. In this study, 
we attempted to forecast one day in advance future water 
intake in an urban region of the Canadian city, London. 
We developed a novel hybrid CNN–BiLSTM model for 
water demand forecasting. Further, the efficacy of the 
hybrid models is compared with other DL models, viz., 
LSTM, BiLSTM, and 1D-CNN models. A detailed experi-
mental comparison of these forecasting procedures step-
wise at different leads has been investigated using our case 
study data. Finally, the outcomes indicate that the hybrid 
CNN–BiLSTM model produces the most accurate forecast, 
closely followed by the CNN–LSTM, BiLSTM, LSTM, 
and CNN models. The multi-step forecasting performance 
of the proposed hybrid CNN–BiLSTM model is due to 
the powerful feature extraction capability by 1D-CNN 
model along with Bidirectional LSTM approach that 
allows for better learning by training two LSTM instead 
of one LSTM on the input sequence. The model uncer-
tainty aids to the understanding of the model for better 
acceptability of the point forecasts. Overall, the results 
support the CNN–BiLSTM approach as a promising deep 
learning technique for accurate lead-time forecasting of 
urban water demand.
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