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Abstract
Mobile and Edge Computing devices have limited resources to perform computationally intensive jobs, and hence, there is a 
need for task offloading. In Mobile Cloud Computing, cloud servers are placed far from the user devices; as a consequence, 
many challenges are faced, such as security, limited bandwidth, network latency, and storage. Whereas edge servers are 
placed near the user devices in Edge Cloud Computing; however, issues of Cloud computing are also faced in Edge comput-
ing due to the huge number of devices, which also generates a significant load on edge servers. Some resource optimization 
approaches help in achieving optimal Cloudlet selection at the edge servers. When users access edge resources, such as 
CPU, memory, and hard disk, load balancing helps in distributing tasks among edge servers and achieving efficient results. 
The user devices communicate either within a Cloudlet or between Cloudlets using resource sharing, in which one of the 
main issues is optimal Cloudlet selection. This paper presents an optimal Cloudlet selection algorithm in which, first of 
all, an index value for each resource is calculated using parameters like weight, cluster of Cloudlets, availability, and total 
resource usage. Thereafter, the resource level and available resources of this level are calculated for each Cloudlet. Finally, 
an algorithm is proposed to help in finding the optimal Cloudlet for the cloud broker. The proposed approach is implemented 
in Cloud-Sim. The simulation results have shown efficiency of the proposed approach.

Keywords  Cloud computing · Edge computing · Cloudlet computing · Load balancing · Cloud federation · Resource 
allocation

Introduction

Two themes (virtualization and application tool) are com-
bined to form the main pillars of the field of mobile cloud 
computing. On one hand, hypervisors in data centers are 

being impacted by virtualization, and on the other hand, 
mobile gadgets like smartphones, laptops, and tablets have 
made a significant impact on everyday life. Resources, 
such as CPU, memory, energy, and network resources, 
are constrained on mobile devices which is worsening 
due to the development of resource-intensive applications 
[1]. Today, mobile devices have access to a resource-rich 
environment through the cloud computing paradigm for 
resource sharing and load balancing. A simulated environ-
ment created by virtualization means software that allows 
a single host to run one or more guest operating systems. 
A user builds their federation from various clouds and 
organizations according to the National Institute of Stand-
ards and Technology (NIST) [2]. Cloud computing refers 
to the delivery of on-demand computing services, such as 
servers, storage, databases, networks, and software via the 
Internet to enable rapid innovation and economic scale [3]. 
Cloud computing provides various services like Software 
as a Service (SAAS), Platform as a Service (PAAS), and 
Infrastructure as a Service (IAAS) [4]. In cloud comput-
ing, IAAS is used for infrastructure as well as security 
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purposes. In this study, the IaaS model is applied to a 
use case where the job is packaged as a Virtual Machine 
(VM) and installed on a physical server. Virtualization is 
the simulation of the software or hardware upon which 
other software runs smoothly and this environment is 
called a VM. A task that requires a lot of computation 
is transferred from a mobile device to the cloud environ-
ment using the Mobile cloud computing (MCC) model 
[5]. By moving a computing-intensive operation from a 
mobile device to the cloud environment, the MCC idea 
tackles resource limitations [6]. Edge-based solutions aim 
to offer the nearest proximity-based answer and remove 
these restrictions, such as Mobile Edge Computing (MEC) 
[7, 8], fog computing, and cloudlet computing [9]. In com-
parison to MEC and fog computing [10], cloudlet-based 
computing is more versatile, since it provides big com-
putational resources, diverse functions, and better band-
width without requiring specific equipment. Now, there 
have been additional devices interacting with the cloudlets, 
increasing the workload beyond what the cloudlets can 
handle. In this situation, Cloudlet replicates a traditional 
MCC architecture and sends the tasks, that are too far away 
to handle locally to the cloud [11], negating the advantage 
of edge computing [12]. As a result, this issue must be 
solved in a way that allows the majority of requests to be 
fulfilled without being routed to a distant cloud server.

In edge-based resolutions, when only an individual’s 
desktop or mobile device contributes to the edge device, 
the user’s choices are highly crucial to explicitly prevent 
specific additional resources that can be shared [13]. With 
an oversupply of necessary resources in each and every one 
of them, neither the user nor the event bears equal weight 
in this regard. Consequently, each edge device can provide 
a varying capacity of resources to only respond to a certain 
range of queries to satisfy the resource needs (see Fig. 1). 
An ideal solution should take into account resource sharing, 
load balancing, and task distribution [14–17], considering 
the resource circumstances of edge devices.

The proposed research work involves the communica-
tion between cloudlets and edge devices via a network, such 
as PAN1, PAN2, or PAN3, etc., as depicted in Fig. 2. The 
data flow (see in Fig. 3) begins when a new user requests a 
resource to create a new subscription. Additionally, existing 
users may request to terminate execution or extend the time-
line. All these types of requests are sent to the cloud broker 
through a request, and a virtual machine is created on the 
cloudlet host. The cloudlet host then forwards the request to 
the cloud broker, which checks its data related to the cloud-
lets. This paper also calculates and considers the information 
that the cloud broker must identify the optimal cloudlet and 
assign it to the cloud host as the chosen cloudlet. The prob-
lem lies in how the cloud broker classifies which cloudlet 

Fig. 1   Fog and Edge Computing
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is best according to the resource sharing and how to select 
another cloudlet if the currently assigned goes down. The 
methodology section discusses how to solve these problems 
and presents the solutions.

The first step is calculating the resource index which 
determines the value of the metrics and this index value 
represents the resources. The level value for resources 
is calculated based on the total resource of the segment 
cloudlet. The optimal selection for resource cloudlets is 
based on these values. Brokers or owners who possess 

the index value or level value can easily determine the 
resource requirements, such as CPU, hard disk, memory, 
and bandwidth for each cloudlet. When a cloudlet receives 
a request from a broker or owner, it checks its available 
capacity and minimum resources. If the request aligns with 
the available resources, it is considered "USEFUL" and 
processed by the cloudlet. Otherwise, the broker forwards 
the request to another cloudlet that is already connected 
with edge devices.

Fig. 2   Collective model

Fig. 3   Data flow
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Background

This section provides in-depth insights into the designs, mod-
els, and architectural aspects related to the proposed work. The 
specific calculation steps are highlighted that are essential for 
methodology and ensuring a comprehensive understanding of 
its implementation.

Collective Work

The proposed work provides solutions for resource allocation 
problems and ensures that minimum requests are sent to the 
remote Cloudlet host. "A cloudlet is a small-scale data center 
or cluster of computers designed to quickly provide cloud com-
puting services to mobile devices, such as smartphones, tablets 
and wearable devices, within close geographical proximity". 
In Fig. 2, there are many cloudlets named PAN1, PAN2, and 
PAN3, each with different owners and cloud servers [18]. 
Every edge device has its own cloudlet, and that cloudlet will 
have previous references to the broker which will be available 
in the federation. Cloud federation is the process of linking 
the cloud computing environments of two or more service 
providers to load balanced traffic and accommodates services 
in demand.

Only the recommended resources are locked for sharing 
compared to the priority and percentage. This ensures that no 
resources may be over-provisioned and compromised the secu-
rity of the cloudlet owner’s performance of tasks and services 
on the cloudlet node [19]. A broker is someone who acts as 
an intermediary between two or more parties during negotia-
tions. The broker keeps track of the resources and maintains 
the number of cloudlet states. When a request comes in (as 
shown in Fig. 3), the broker matches requests containing the 
necessary resources with all of its participant cloudlets. Simi-
larly, when a virtual machine has to be transferred due to load 
or to a better location, engaged resources are released from 
the cloudlet server, and the current status of resources is main-
tained. The broker manages various tasks for the cloudlet fed-
eration, including cloudlet registration, maintaining the flow 
of resources, and choosing the optimal cloudlet. Additionally, 
the cloud of members handles resource information. Resources 
include CPU, memory, storage, and bandwidth, whereas opti-
mum selection includes considerations for cloudlet and VM 
migration [20]. Virtual memory is utilized when a computer’s 
existing cloudlet-based models provide resource sharing and 
load balancing based on the local knowledge of other nearby 

cloudlet nodes (fixed or mobile), preferably within the same 
LAN.

Resource Allocation

Since there are many applications located on a cloudlet and 
share resources [21]. Based on the time, increased wait time 
is observed for new applications, and ultimately, the avail-
ability of poor resources affects the performance of the over-
all system and the running applications. To control the load, 
the resource constraint not only impacts performance but 
also causes the cloudlet to transmit requests to the remote 
cloud [22]. In the present implementation, the main focus is 
on the challenges, such as distance, limited bandwidth, and 
latency with single or multiple groups of cloudlets in the 
same location [23]. There are two types of criteria for the 
design of an internal network: one called LAN and the other 
MAN or WAN. The current scenario is based on an inter-
nal network within the LAN but will be supplemented with 
WAN or MAN [24]. It refers to the relationship between the 
Cloudlet federation. The popularity of the scope of federa-
tion distance improves the connection of more cloud nodes 
to address stability or resource-sharing problems. Finally, 
we will discuss how cloudlet selection is made considering 
minimum latency compared to the remote cloud. Figure 3 
represents an overview of how to communicate between 
cloudlets and brokers. The remote cloud is a conservative 
cloud that is used when the federation is unable to access 
the resources and is kept as a worst-case scenario where the 
outcomes of the suggested method are equal.

Calculation Part for Resource Allocation

When discussing resource operation, we acknowledge that 
the problem of choosing the optimum cloudlet selection 
is challenging due to reliance on several variables such 
as CPU, memory, hard disk, bandwidth, and storage [25]. 
This problem can be mitigated by assigning weights to each 
resource on an edge device to facilitate resource sharing. 
The owner assigns weights of 7, 6, 8, and 9 (respectively) to 
each resource [25]. When a cloudlet communicates with the 
host (edge device) or with other cloudlets via a VM, time is 
required to calculate the index value for resources and the 
level value for resource calculation [26, 27]. By utilizing 
these values, we can identify and access optimal cloudlets 
with minimal reliance on multiple variables [28].
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Proposed Approach

When dealing with high-performance computing applica-
tions, even if we are availing services from applications like 
AWS, Microsoft Azure, Google Cloud Platform, etc., there 
exists a virtual connection between clients and the main server. 
Another aspect is the local side (edge) that performs comput-
ing using cloudlets in edge computing, which is more interac-
tive with IoT [29–31] devices and offers low latency. In this 
case, there are brokers involved. Therefore, when new requests 
are made to establish connections, create new connections, or 
update existing connections by a client, the broker communi-
cates with a cloudlet host and the broker then communicates 
with the cloud-service provider (CSP) or main server. Once the 
broker assigns a service, the connection is established through 
the embedded cloudlet in the local network. Subsequently, the 
cloudlet updates the resource index or resource level, allowing 
the broker to easily select and connect the new user based on 
their specific requirements. Therefore, how do you select the 
best cloudlet with the assistance of a broker? The broker can 

provide the best service. With this objective in mind, the initial 
calculation for a resource index is proposed, which identifies 
order of the resources based on availability. After that, the 
resource level is calculated that needs to be checked before 
the next service. By utilizing these two methods, ultimately 
optimum cloudlet is selected for VM settlement. The proposed 
algorithms are discussed in detail as follows.

Calculation of Resource Index

First, we calculate the resource index using Eq. 1. Let Wight 
= wt1, wt2, wt3,... wtn, which is a set of weights assigned by 
the owner to resources. Cloudlet = c1, c2, c3, ... cn collection 
of cloudlets, A = a1, a2, a3, ... an and collection of available, 
Tr = t1, t2, ... tn total resource usage, by given details in Eq. 1

 

(1)Total Index Resource (TIR) =

n∑
i=1

(
Ai

TRi

)
∗ Wti.

Calculation of Resource Level

There are two phases: the first is "useful" and the second 
is "NOT useful", which are compared with an index value 
and a threshold value. The value of the threshold will be 
taken by the host. If the state index value is above the 
minimum threshold level, then it is considered "useful". 
If the state index is below the minimum threshold level, 
then it is considered "NOT useful".

Equation 2 calculates the total resource of segment 
cloudlet and Table 1 describes abbreviations

Total resource of segment Cloudlet = available resource 
+ utilized resource + minimum resource

(2)TRS[trij] = ARS[Aij] + URS[Yij] +MRS[Zij].

Table 1   List of abbreviations used

Available resources of Segment Cloudlet ARSAij

Total resources of Segment Cloudlet TRSTRij

Minimum required resources of Segment cloudlet for host MRSZij

Utilize Resource of Segment Cloudlet URSYij
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Demand resource = available resource - minimum 
resource of a member of Cloudlet for the host.

In this case, we are using a technique to calculate 
resource level that we have combined with the OS con-
cept of how much total resource remains in each seg-
ment cloudlet and what constitutes "demand resources". 
Equation 3 is representing the compression of available 
resources with minimum required resources of segment 
cloudlet for the host

If the value of the available resource is less than the mini-
mum resource required, it will get 1 and be represented as 
"not useful". If the value of the available resource is greater 
than the minimum resource required, it will get 0 and be 
represented as "useful" (See Algorithm 2). 

(3)Fx =

⎧
⎪⎨⎪⎩

1, if

�∑n

i=1

�∑n

j=1

�
ARSAij < MRSZij

���

0, Otherwise when it true,

Selection of Optimum Cloudlet for VMs’ Settlement

Two phases are involved in the selection of the optimum 
cloudlet. First, the cloudlet federation is compared with 
another federation within the cloudlet where all hosts are 
interconnected. These hosts include edge devices, such 
as mobiles, smartphones, PCs, etc., which are connected 
and share resources virtually [32]. The minimum avail-
able resources are compared with the minimum required 
resources as represented by Eq. 4.

If the job’s resource requirement falls within the avail-
able resources, then the cloudlet has sufficient resources to 
execute the job and it falls within the "safe" state. Whereas, 
if the jobs’ resource requirements are either below or above 
the threshold, the cloudlet will not be able to execute the 
jobs, and it falls within the "unsafe" state

 After deciding the optimal selection for resources, index 
values of the resources are referred to the broker or cloud-
let which keeps the maximum index value. Let Maximum 
Available Resources (MAR) are represented as Mr = Mr1, 
Mr2, Mr3...Mrn. The optimal selection used for cloudlet or 
broker will be specified that which work is required accord-
ing to their requirement. Further, the cloudlet owner or bro-
ker has to authorize that which service is executed virtually 
to which cloudlets (See Algorithm 3).

(4)

Fx =

⎧
⎪⎨⎪⎩

SAFE, if

�∑n

i=1

�∑n

j=1

�
RRSAij ≥ ARSZij

���

UNSAFE, Otherwise when it true.
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Implementation and Results

Specifically, this paper calculates the values of resource 
metrics: the index and level values for resources, and the 
optimal selection of resource cloudlets on the basis of these 
values. Brokers or owners who possess the index value 
or cloudlet resource-level value can easily determine the 

resource requirements for each cloudlet [33]. When a Cloud-
let receives a request from a broker or owner, it checks its 
available capacity and requirement of minimum resources. 
If the request aligns with the available resources, it is con-
sidered "USEFUL" and is processed by Cloudlet. Otherwise, 
the broker forwards the request to another cloudlet that is 
already connected to edge devices. This request initiates 
data sharing and remote connectivity between the cloudlet, 

Fig. 4   Resource Index Value



	 SN Computer Science           (2023) 4:745   745   Page 8 of 11

SN Computer Science

cloudlet host and broker, as well as enables efficient resource 
allocation.

Steps of the Procedure

1.	 Create the connection between the broker and cloudlets 
when VMs initiate it.

2.	 Sort the virtual machines in descending order based on 
the number of requests.

3.	 Calculate the index value as shown in Algorithm 1. This 
will help in deciding the number of cloudlets to serve 
a job, and the optimum cloudlet will be selected easily 
according to the index value.

4.	 Further, resource level and demand values have to be 
calculated as shown in Algorithm 2.

5.	 If less number of resources are available at the broker, 
then the cloud broker replicates the VM.

6.	 The broker will be kept with detailed resource level or 
demand values; using these values, it will send requests 
to the cloudlets on the basis of requirement. And finally, 
cloudlet has index values that can be used to provide 
service directly to the resources.

Simulation Results

The proposed approach is implemented and tested on the 
Cloud-Sim simulator, which includes modules like VMs, 
packages, data centers, hosts, and cloudlets. Each VM has 
a number of packages and a set of costs and tasks that are 
handled by the cloudlet paradigm. The mathematical calcu-
lations mentioned in Algorithms 1 and 2 are implemented 

Fig. 5   Resource level value

Fig. 6   Resource optimal value
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in Cloud-Sim using Java Eclipse to run the algorithms with 
the specified inputs. The resource index and resource-level 
values are calculated. Further, the notation of "useful" or 
"NOT useful" as well as "safe" or "unsafe" are used for the 
optimal cloudlet selection. 

1.	 In Algorithm 3, for the calculation of optimal cloud-
let selection, if a cloudlet has Ai ≥ Zi , then the value 
"SAFE" is pushed into the cloud list.

2.	 The resource-level RL is checked, if MRL ≠ NOT USE-
FUL and TIR = the maximum value with the minimum 
L, then the optimal solution exists in a safe state.

An index value has been calculated for all specific 
resources (CPU, RAM, Storage, Cost, etc.) and assigned 
certain parameters (weight, Cloudlet, availability, and total 
resource usage), where the weight is assigned by the owner 
of the resources. The index value is a type of identifica-
tion pointer that points to the resource usage by the user 
inside the cloudlet. Multiple resources may be available 
within a cloudlet and an index value will be calculated for 
each resource.

In Fig. 4, the X-axis represents the 13 cloudlets (from 
C1 to C13) considered in the simulation. The number 
of vertical bars is representing the number of resources 
available at each cloudlet. Minimum 1 and maximum 4 
resources (from R1 to R4) are considered in the simula-
tion. The Y-axis represents the calculated index value (as 
per Algorithm 1) of each resource available at the cloud-
lets. The higher index value represents the higher suitabil-
ity of the resource for the job assignment.

Similarly, the X-axis of Figs. 5 and 6 represents cloud-
lets and their resources considered in the simulation. 
Whereas, the Y-axis in Fig. 5 represents the level value 
calculated for each resource as per Algorithm  2. The 
resource level value identifies the availability and demand 
of resources running inside the cloudlets. The Y-axis in 
Fig. 6 represents the optimal value of each resource cal-
culated as per Algorithm 3. The lowest optimal value rep-
resents the most suitable resource for the job allocation.

Conclusion and Future Scope

The cloud refers to servers that are accessed over the 
Internet as well as the software and databases that run 
on these servers. The intention is to deliver efficient ser-
vices to the cloud users by the cloud-service providers. 
However, Edge computing provides services more quickly 
near the requesting users. All resources are connected to 
edge devices, so remote or virtual access is preferred when 

data are shared online. Even the cloud shares its services 
through a username and password, enabling remote or vir-
tual access. When the cloud federation shares its services, 
it connects with a broker or server, which receives new 
requests from users or clients. The broker receives many 
requests and sends them to the cloudlets, which provide 
the resources. However, when the brokers are unaware 
of the cloudlets’ available resources and index values, it 
can consume much time or result in sub-optimal resource 
allocation. There are already many algorithms available 
that provide load balancing and resource optimization. In 
this paper, a simple solution is provided that allows the 
broker to accurately identify available resource index and 
resource-level values and provide services accordingly.

Further, an opportunistic network is an extension of 
a mobile ad-hoc network in which information is trans-
ferred between network nodes without the assumption of 
an existing path, using a store-carry-and-forward approach 
[34–38]. The opportunistic network is most suitable for 
various applications of vehicular ad-hoc networks [39–41]. 
When the number of vehicles and data to be transferred 
and processed are huge, cloud/edge computing is the only 
solution. Therefore, an emerging future research direction 
is an integration of vehicular opportunistic networks and 
cloud/edge computing.
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