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Abstract
The novel coronavirus disease 2019 (COVID-19) spill has spread rapidly and appeared as a pandemic affecting global public 
health. Due to the severe challenges faced with the increase of suspected cases, more testing methods are explored. These 
methods, however, have several disadvantages, such as test complexity and associated problems—sensitivity, reproducibility, 
and specificity. Hence, many of them need help to achieve satisfactory performance. Motivated by these shortcomings, this 
work proposes a custom deep neural network framework named “AutoCov22” that detects COVID-19 by exploiting medi-
cal images—chest X-ray and CT-scan. First, multiple neural networks extract deep features from the input medical images, 
including popularly used VGG16, ResNet50, DenseNet121, and InceptionResNetV2. Then, the extracted features are fed 
to different machine-learning techniques to identify COVID-19 cases. One objective of this work is to quicken COVID-19 
detection. Another goal is to reduce the number of falsely detected cases by a significant margin. Comprehensive simulation 
results achieve a classification accuracy of 99.74%, a precision of 99.69%, and a recall of 98.80% on exercising chest X-ray 
images. Extended experiment results in accuracy, precision, and recall up to 87.18%, 84.98%, and 85.66%, respectively, 
in processing CT-scan images. Thus, the AutoCov22 approach demonstrates a promising and plausible best solution over 
several methods in the state-of-the-art.

Keywords  COVID-19 · X-ray images · CT-scan images · Deep neural networks · Transfer learning techniques · Test 
accuracy · False prediction reduction

Introduction

COVID-19 is a new viral disease identified in December 
2019. A few days later, it spread rapidly globally on its first 
appearance. It is incredibly contagious, and its intense effect 

has infected millions of people and caused a few million cau-
salities within a month. In addition, the number of COVID-
19 cases got doubled every three days. For example, more 
than 115 million people across the globe were found infected 
by the virus until March 4, 2020. At the same time, nearly 
3 million unfortunate deaths are reported. Due to the high 
spreading rate of COVID-19, the world health organization 
(WHO) declared the ongoing global pandemic on March 
11, 2020 [1–5].

There seems to be no sign that the infections and 
fatalities will decline, so the situation needs to be regu-
lated [6–8]. Respective governments impose Countrywise 
many prevention mechanisms. Some common recommen-
dations are frequent hand washing in homes and working 
places, wearing masks and maintaining social distancing in 
public areas, avoiding public transport, quarantine, using 
temperate measurement monitoring instruments, etc. Many 
countries have applied Lockdowns to slow down its rapid 
spread in the community by restricting people’s movement 
and disrupting supply chains. Subsequently, paralyzed 
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mobility worldwide is observed, severely impacting the 
world economy [2–5, 9]. Despite strict lockdown imposi-
tion and quarantine restrictions, the study stated that the 
cumulative number of cases (both active and deaths) is 
still massive—the WHO reported 14,246,629 active cases 
and 592,690 unfortunate deaths worldwide as of July 11, 
2020. The status is worried and reported about 4,60,15,562 
active cases and 11,94,906 poor deaths till November 
2020 [3, 10].

COVID-19 and its variants are the new members of a 
spectrum of viruses. The virus causes respiratory disorders, 
e.g., middle east respiratory syndrome (MERS) and severe 
acute respiratory syndrome (SARS) [11], with common 
symptoms. Typical symptoms of COVID-19 patients may 
include dry cough, fever, dyspnea, myalgia, and muscle 
aches [10, 12, 13]. The best way to slow down and avoid the 
rapid transmission of the infection is an early screening of 
the suspected patients and diagnosis, followed by quaran-
tine and successful therapy. A faster and smoother medical 
recovery is possible when the diagnosis is completed imme-
diately. The reverse transcription–polymerase chain reaction 
(RT–PCR) is standard clinical practice for COVID-19 infec-
tion detection [2, 9]. The method has several disadvantages. 
The main disadvantage includes the time taken to conclude 
the decision. In special or critical cases, the RT–PCR results 
are ready at 24 h; otherwise, the results are available after 
several days. Other disadvantages may be its complexity and 
associated problems like specificity, sensitivity, reproduc-
ibility, etc. [14]. Despite several limitations, the RT–PCR 
is preferred, because the method can produce almost 100% 
accurate results if one conducts a proper test. However, there 
is a high chance of inaccuracy with new strains. Sometimes, 
computed tomography (CT) becomes an alternative diag-
nostic technique, but it is more expensive and not easily 
accessible. Thus, it is essential to investigate other alterna-
tive methods that can detect the virus more accurately and 
quickly at a possible low cost when curbing the spread of 
the virus is of utmost importance. This article proposes the 
AutoCov22, a custom deep neural network framework for 
accurate COVID-19 detection, and overcomes other limita-
tions by existing methods including [3].

The main contributions of this are listed below.

–	 Deep neural network-based architecture for automatic 
COVID-19 detection using chest X-ray images.

–	 Extended scheme to detect COVID-19 using chest CT-
Scan images.

–	 Reduction of false detection cases through improved 
accuracy and performance metrics, such as precision and 
F1-Score.

–	 Detailed experimentation by implementing the proposed 
scheme with many learning networks.

–	 Detailed comparative study between the proposed 
scheme and previous techniques.

The rest of the article is organized as follows. The section 
“Related Works, Motivation, and Contributions” studies 
the literature. The section “Proposed Work” presents the 
proposed COVID-19 detection framework. The section 
“Experimental Results and Discussion” demonstrates the 
experimental results. A detailed comparison is discussed in 
the section “Comparative Study”. The section “Conclusion 
and Future Scope” concludes the article and paves the way 
for its future scope.

Related Works, Motivation, 
and Contributions

Since the declaration of the COVID-19 pandemic, experts 
have tried to identify significant areas to prevent the spread-
ing of the disease and reduce its impact. Four key areas 
include (1) prepare and ready, (2) detect, protect, and treat, 
(3) reduce transmission, and (4) innovate and learn [3, 5, 
15]. Concerning the impact of the disease, significant efforts 
are undertaken. The best way to slow down and avoid the 
infection’s rapid transmission is through early diagnosis, 
quarantine, and successful therapy. In clinical practice, 
RT–PCR-based method is a gold standard for diagnosing 
COVID-19 disease [3, 16]. However, due to the challenges 
and disadvantages of the RT–PCR test, as mentioned earlier, 
and the possibility of newer strains of the virus spreading, 
there is a slightly higher chance of the existing RT–PCR test 
giving an error in classification. At this point, a key concern 
for a country and its government is to reduce false-negative 
test outcomes. Therefore, there is a need to find alternative 
techniques to detect the virus more accurately when curbing 
the spread of the virus is of utmost importance. Artificial 
Intelligence (AI) technology, including machine and deep 
learning, is rapidly being applied successfully in many areas, 
including healthcare systems and computer vision [17–20]. 
In the wake of COVID-19, several researchers includ-
ing [15, 21–28] worldwide are engaged in proving detection 
approaches using AI technology [5, 19, 29, 30].

Londono et al. [15] presented chest X-ray image-based 
automatic COVID-19 diagnosis tool. The advantage of the 
tool is that it can differentiate the images between pneu-
monia, controls, or COVID-19 groups. Achievements by 
this model include a classification accuracy of 91.5% and 
an average recall of 87.4%. Ohata et  al.  [21] have sug-
gested a diagnosis system based on a set of limited chest 
X-ray images to detect COVID-19 infections automatically. 
Their system achieved accuracy and F1-Score in the range 
of 95.6−98.5%. Horry et al. [22] presented a convolutional 
neural network (CNN) model through an initial comparative 
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study of several popular CNN models using the neural 
ensemble method. They used transfer learning models, 
including VGG-16, and then created a custom CNN model 
architecture. The results indicate that the multiple levels of 
COVID-19 detection can achieve a chest X-ray (CXR) pre-
cision of up to 86% and CT scan precision of up to 84%. 
Oh et al. [23] have discussed the FC-DenseNet103 model, a 
COVID-19 detection process capable of achieving an accu-
racy of up to 88.9%. Another COVID-19 detection process—
the DeCovNet model, is discussed by Wang et al. [24]. The 
accuracy of the method is up to 90.1%. The recent X-ray 
image-based approaches and different deep learning (DL) 
techniques [3, 16, 31] for COVID-19 detection report a 
classification accuracy of nearly 80–90%. However, many 
recent works have achieved an accuracy of over 90%. For 
example, a deep learning-based chest radiograph classifica-
tion (DL-CRC) [32] method is used to differentiate between 
COVID-19 cases from other anomalies (e.g., pneumonia) 
and common cases with high accuracy. The suggested DL-
CRC frame uses data enhancement of the COVID-19 X-ray 
image algorithm called DARI and detects the disease up to 
93.94%. Rajaraman et al. [33] have proposed a custom neural 
network in which the ImageNet model is trained. With the 
weighted average of the best pruning model, the accuracy 
of COVID-19 findings using chest X-ray images is achieved 
up to 99.01%. Another early detection of COVID-19 cases 
using X-ray images is discussed in [34]. The obtained accu-
racies are binary and multiclasses. The accuracy is 98.08% 
and 87.02%, respectively. Five pre-trained CNN-based 
models viz. Inception-ResNetV2, ResNet101, InceptionV3, 
ResNet152, and ResNet50 are evaluated in [25] to detect 
COVID-19 infections. Performance results suggest that the 
ResNet50 model achieves the highest accuracy of 96.1% 
among these CNNs.

X-ray imaging is relatively cost-effective and is com-
monly helpful by most approaches for COVID-19 detec-
tion. CT scans are comparatively costly, and the CT scan-
based COVID-19 detection consumes experts’ involvement. 
Despite this, patients are forced to perform selective test-
ing for only high-risk cases, because CT scans provide 
much higher image resolution and contrast than standard 
CXRs [22]. In a word, chest CT is a critical component of 
the diagnostic procedure for a few selected and suspected 
patients. Different works have been seen in the literature. 
Song et al. [35] developed a deep learning-based CT diag-
nosis system to identify patients with COVID-19. The 
experimental results accurately discriminate the COVID-19 
patients from the bacteria pneumonia patients. This discrim-
ination is with an area under the receiver-operating charac-
teristics curve (AUC), recall (sensitivity), and precision of 
0.95, 0.96, and 0.79. However, these recall, and precision 
becomes 0.93 and 0.86, respectively, when the designed 
model integrates different classes of CT scans. Congcong 

et al. [26] proposed the weakly regulated detection process 
for COVID-19, ResNext+, using a chest-CT scan that only 
includes labels of volume levels and can estimate the sta-
tus of the slice. The test results from the public data col-
lection indicate a precision of 81.9% and an F1-Score of 
81.4%. Caruso et al. [36] have investigated the chest CT 
features of patients with COVID-19. The investigation com-
pared the sensitivity as a diagnostic performance parameter 
between the chest CT and the X-ray images. The parameter 
is reported to be 97% while using chest CT scans. Other 
recent contributions include [10, 37–42] that use the CT 
scans and evaluate the parameters like accuracy and preci-
sion, which are around 80–85%.

The detailed literature works studied above have a few 
things in common. The contributions aimed to detect the 
COVID-19 disease and reduce falsely detected cases. The 
objectives have been attempted by using the X-ray and CT 
scan images. Some works have used a custom CNN model, 
whereas others have used transfer learning. Table 1 sum-
marizes the relative performances of the existing tech-
niques that detect COVID-19 using chest X-ray and CT-
Scan images. All these studies report comparative results. 
However, a more accurate and rapid diagnosis of suspected 
COVID-19 cases at an early stage plays a crucial role for 
patients. Further, a missed chance would continue to cause 
COVID-19 to spread, i.e., a missed diagnosis for some small 
lesions would heighten the potential risks for the pandemic. 
Therefore, developing an alternate system for detecting 
COVID-19 is vital to overcome and improve many existing 
methods, including [3]. Motivated by these shortcomings, 
we propose an automatic COVID-19 detection framework 
named “AutoCov22” to overcome many current limitations.

Table 1   Relative performance of related works in the literature

Reference models Metrics Metric value

Xception [43] Accuracy 98%
MobileNet [21] F1-Score 98.5%
FCovNet [44] Accuracy 99.1%
CNN model [45] Accuracy 97.73%
COVID-Net [15] Accuracy 91.5%
DL-CRC [32] Accuracy 93.94%
CNN model [33] Accuracy 99.01%
FC DenseNet103 [23] Accuracy 88.9%
DeCovNet [24] Accuracy 90.1%
ResNext+ [26] F1-Score 81.4%
EfficientNet [39] Accuracy 89.7%
InceptionV3 [40] Precision 84%
CNN model [41] Accuracy 89.92%
CLAHE-CNN model [42] Accuracy 83.28%
CNN+VGG model [22] Precision 84%
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The main contributions of this article include the 
following. 

(1)	 Development of a novel learning-based model for 
COVID-19 detection. The method employs several pre-
trained custom CNN models, who undergo training by 
a transfer learning technique using a large data set of 
thousands of X-ray images.

(2)	 Development of an extended detection method for deep 
learning techniques using CT-Scan images.

(3)	 Reduction of false prediction on the COVID-19 infec-
tion detection through improved performance using a 
large data set containing thousands of medical images 
of CXRs and CT scans. These images are from both 
normal and COVID-19 patients.

(4)	 Detailed experimentation on the derived data sets pro-
vides quantitative results of several metrics such as 
accuracy, precision, and recall. Experimental results 
show that the accuracies by the considered networks 
lie between 87.18 and 99.74%. Other metrics, such as 
precision and recall are in the range of 84.98−99.69% 
and 85.66−98.80%, respectively.

(5)	 Establishment of the method’s effectiveness via detailed 
comparative study with the existing techniques in the 
state-of-the-art. The study clearly shows the proposed 
AutoCov22 adequately improves essential performance 
metrics over the previous works. For example, our 
method improves accuracy by up to 20%, significantly 
reducing the false prediction of COVID-19 detection in 
masses.

Proposed Work

Recently, deep learning (DL) has been extensively and 
successfully used in medical applications like pneumonia 
detection, image segmentation, etc. This section proposes 
a DL-based design methodology to detect the COVID-19 
disease. The primary objective of the proposed method is to 
achieve evaluation metrics, e.g., accuracy at the highest from 
the COVID-19-induced chest X-rays and CT-scan images. 
Another goal is to provide an acceptable false detection rate. 
The section first describes the transfer learning approach 
used to train various machine learning (ML) models. Next, 
the proposed COVID-19 detection methodology is detailed.

Transfer Learning Techniques

Transfer learning in machine learning focuses on storing 
knowledge (by weights) gained while solving a base task 
and applying it to a related target task. This work applies 
the transfer learning technique to train different machine 

learning models for COVID-19 disease detection. These 
models are trained on a finite data set which consists of 
medical images: X-ray and CT-scans images. Two major 
factors have influenced to choice of the transfer learning 
approach. First, a deep neural network (DNN) or convo-
lutional neural network (CNN) needs a voluminous data 
set. However, publicly available images are minimal and in 
hundreds to a few thousand due to patients’ privacy. This 
amount of data is very fractional concerning total COVID-
19 patients worldwide. Second, training a CNN or DNN 
computationally has become more demanding, because 
it looks for a suitable pre-trained model and checks its 
usefulness for data representation and feature extraction. 
Thus, multiple reasons for using the transfer learning 
approach include (1) a better performance of a neural net-
work (machine learning model); (2) lower training time; 
(3) no need to remember a lot of data; and (4) saving time 
on building complex neural networks from scratch. There-
fore, a transfer learning technique is employed when a 
model is required to carry out a similar task to one for 
which it has already been pre-trained using a large amount 
of data.

The proposed COVID-19 detection framework utilizes 
and analyzes the information contained in the mentioned 
medical images. This work employs 24 transfer learning 
models available using the TensorFlow and Keras frame-
work. These pre-trained networks perform differently 
on the data sets. These networks can classify the images 
correctly in the input data set achieving state-of-the-art 
performance. Even some of the networks, e.g., VGG-16, 
ResNet152, ResNet50, ResNet101, DenseNet121, and 
DenseNet201, give promising results on input data sets. 
The neural networks have many layers and massive train-
able parameters that help the transfer learning approach 
decrease the network’s training time and reduce generali-
zation error. Weights in previously used layers are constant 
and can be used as a base for training and problem-spe-
cific adaptation. The similarity in issue structure may be 
advantageous in both settings, especially if the base task 
contains significantly more labeled data than the target 
job of interest. In the end, transfer learning is about relat-
ing a new issue to a similar situation in the past. It means 
the understanding from one model can be ported to the 
next model resulting in a shortened training process. A 
transfer learning model can be used in several ways, e.g., 
Classifier, Integrated Feature Extractor, Standalone Fea-
ture Extractor, and Weight Initialization. It may need to be 
discovered which of the pre-trained models above appli-
cations yield the best results on a new computer vision 
task. Therefore, enormous experimentation is encouraged, 
providing three possible benefits: higher start, slope, and 
asymptote while using transfer learning.
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Algorithm 1 AutoCov22
1: load dataset()
2: reshape images()
3: load pretrained model()
4: for layer in pre trained model do
5: layer.trainable ← False
6: end for
7: last layer ← pre trained model.get last layer
8: last output ← last layer.output
9: x ← layers.Flatten(last output)
10: x ← layers.Dense(1024, activation←“relu”, x)
11: x ← layers.Dropout(0.2, x)
12: x ← layers.Dense(1, activation←“sigmoid”/“soft-

max”)(x)
13: model ← Model(pre trained model.input, x)
14: optimizer ←adam(learning rate←0.0001/0.001)
15: loss ←“binary crossentropy”
16: metrics ←[“accuracy”, “loss”, “precision”, “recall”]
17: model.compile(optimizer, loss, metrics)
18: epochs ←15
19: model.fit(X train, y train, X valid, y valid, epochs)

COVID‑19 Detection Method

Algorithm 1 describes the algorithmic framework for detect-
ing COVID-19 disease. The key steps involved in the pro-
posed detection approach are described as follows. The first 
step involves loading the images from the input data set 
collected from different sources. The images are fed to the 
convolutional layers of the pre-trained models considered for 
hierarchical feature extractions. Considering the outstand-
ing performance in image classification, different machine 
learning classifiers are placed as the front end of the pre-
trained models—these classifiers with adequate generaliza-
tion capability segment the input data set into two subsets. 
One subset consists of COVID images, and another contains 
non-COVID images. Collected images have different dimen-
sions, i.e., width W and height H. The pre-trained models are 
loaded with the weights and measurements of the pictures. 
Therefore, to achieve the best performance and accuracy by 
the models, input images to these neural networks must have 
a uniform dimension. The next step thus involves reshaping 
the images into W × H × 3 , e.g., 300 × 300 × 3 , so that the 
image size and resized image size match. Figure 1 shows an 
X-ray image of a COVID patient before and after the reshap-
ing. We develop a preprocessing step that ensures uniform 
intensity through data normalization throughout a data set. 
Each pre-trained model is next included and trained in the 
proposed neural network architecture using the reprocessed 
data.

Figure 2 represents a high-level view of the proposed 
architecture that comprises multiple layers and nodes. The 
stack of layers begins with the layer of a pre-trained model. 

The output from the preceding layer is forwarded to the fol-
lowing layer. In this way, the last layer of the pre-trained 
model delivers its work to the next part for the flattening 
process of the proposed neural network.

Fig. 1   Sample X-ray images of a COVID patient
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The reshaped images are multi-dimensional and undergo 
the flattening stage, transforming the combined feature map 
into a one-dimensional sequence. We flatten the output of 
the convolutional layer to produce a single extended function 
vector. With the flattened feature, the combined feature map 
in the single column is sent to the fully/ultimately linked 
layer. Therefore, the output from one convolutional layer 
is input to the successive layers. Thus the result becomes 
an input to the completely/fully connected convolutional 
layer. It is fully connected, because each dense layer receives 
feedback from its previous neurons. The layer includes the 
commonly used rectified linear activation function (ReLU) 
defined in Eq. 1 actives a function elementwise where the 
process outputs on the input directly if it is positive; other-
wise, it outputs zero [46]. The ReLU function also derives 
the node’s activation or output from the summed weighted 
input of a node. Here, z is an input variable in the fully con-
nected layer:

Overfitting is a significant issue while observing perfor-
mance in detecting the disease. One can prevent it with a 
dropout layer that reduces the phenomenon by preventing a 
layer from seeing the same pattern more than once. 20% of 
the neurons with complete connections are supplied to the 
dropout() method. An additional dense layer completes the 
binary classification with one neuron next to it. The activa-
tion function differentiable and bounded in ∀z ∈ ℝ in this 
layer is a “Sigmoid”. The defined in Eq. 2 has exactly a non-
negative derivative on one inflexion point. It does binary 
classification shooting the threshold to 1; otherwise, 0. The 
proposed approach uses this threshold to categorize COVID 
and non-COVID scenarios:

Activation Function, Loss Function, and Optimizer

The compile() function in Algorithm 1 configures the train-
ing process model with the optimizer, selected metrics, and 
loss function. Selected metrics are loss, accuracy, recall, and 
precision. A model undergoes multiple epochs on a data 

(1)ReLU(z) =

{

z z > 0

0 z <= 0

}

(2)S(z) =
1

1 + e−z

set. The number of epochs is set to 15, by which 24 models 
considered in this work achieve their best training perfor-
mance metrics. Some models preferred the softmax func-
tion over the Sigmoid function in the final dense layer [47]. 
For example, the Softmax activation function works well 
in the final dense layer for ResNet and EfficientNet models, 
whereas the Sigmoid function works well for other models. 
A vector of integers is transformed into a vector of probabili-
ties by the Softmax function. Due to direct proportionality, 
the relative scale of each value in the vector determines the 
likelihood of each value. The softmax function is used in a 
multiclass logistic regression. The sigmoid function is used 
in two-class logistic regression. Due to the excellent out-
comes of our work, we have employed the softmax function 
for a handful of pre-trained models. Otherwise, in binary 
classification, the sigmoid function is preferred. Class 0 is a 
non-COVID class, whereas class 1 is assumed to be COVID. 
These labels are also interchangeable. So, we adopt the bino-
mial probability distribution. For instance, a prediction made 
by a network with a single node for its output layer falls 
under class 1. Equation 3 defines such an activation function:

Due to the many benefits of deep learning applications in 
natural language processing and computer vision, the Adam 
optimizer based on a stochastic gradient descent modifica-
tion is used to facilitate the learning process. The loss func-
tion is a binary cross entropy for a binary classification task 
and is defined in Eq. 4. Here, p, q, y, ŷ are the entropy values. 
The p and q are the two binary distributions. The pi and qi 
represent the truth and predicted values of the ith data point. 
Alternatively, pi and qi can be represented using the y and 
ŷ , respectively. Our model predicts a model distribution of 
p, q as we have a binary distribution. Another measure is the 
learning rate, a hyperparameter for regulating and monitor-
ing how much the model changes each time it is updated 
in response to the predicted mistake. Small or large values 
of this pace may lead to a drawn-out training procedure. It 
could lead to a stalled or inadequate set of weights or an 
unstable training process. Selecting the learning rate takes 
time and effort. In our work, a learning rate of 0.0001 works 
pretty well for all models except the ResNet and Efficient 

(3)�(z)i =
ezi

∑K

j=1
ezj

Fig. 2   Proposed deep learn-
ing architecture for COVID-19 
detection
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Net models. A learning rate of 0.001 works well for these 
two models:

Extended COVID‑19 Detection Method

The AutoCov22 architecture described in Algorithm 1 is 
incapable of adequately detecting the COVID-19 disease 
using CT-Scan images. Because the model overfits pretty 
quickly over the CT-Scan data set. Hence, we have proposed 
another version of AutoCov22 that performs exceptionally 
well on CT-Scan images compared to its current version. 
This new and extended architecture is exclusively developed 
for CT-Scan images. The images are all grayscale. The new 
architecture takes the images with an input dimension of 
300×300. This is close to the mean size of the images in the 
CT-Scan data set. Due to the availability of a limited data 
set size, we use data augmentation techniques to increase 
the data set size. Every training sample image is given a 
0–10 degrees rotation in either a clockwise or anti-clockwise 
direction. The new architecture consists of 2 convolutional 
layers. Each layer size is 32× 32 and uses the ReLU activa-
tion function. The size of the convolution kernel is 3 × 3. A 
max-pooling layer of pool size 2 × 2 follows each convolu-
tional layer. Once all the convolution and pooling operations 
are accomplished, the resulting image kernel undergoes the 
flattening to a one-dimension (1-D) vector. A fully con-
nected dense layer follows this with one neuron for binary 
classification. Like the previous architecture, the Sigmoid 
activation function and the Adam optimizer with a learning 
rate of 0.0001 and binary-cross entropy as the loss function 
are employed in this new architecture. This new detection 
model is compiled and fits 50 epochs.

Experimental Results and Discussion

We assess our AutoCov22 model’s performance using four 
standard metrics: accuracy, recall, precision, and F1-Score. 
The suggested method is tested on a Python environment 
that supports GPUs. We employ the TensorFlow framework 
and the Keras package to conduct deep learning activities. 
We get data from two open-source, freely accessible data-
bases: Kaggle and GitHub.

Data Collection and Annotation

Using the proposed neural networks, two types of data sets: 
chest X-ray and chest CT scan images, are excersized for 

(4)
H(p, q) = −

∑

i

pi log qi

= −(y log ŷ + (1 − y) log(1 − ŷ))

COVID-19 detection. Clinicians often use these data sets 
as a main source of information for COVID-19 diagnosis.

Chest X‑Ray Data Set

The first data set is collected from the GitHub database [48]. 
It contains 6310 images in a total of chest X-rays, of which 
1310 are COVID-positive images that include infection 
areas, and 5000 are COVID-negative images. One impor-
tant point to note for the second category of X-Ray images, 
i.e., normal or non-COVID. These images might include 
other unhealthy conditions caused by chronic obstructive 
pulmonary (COP) disease, viral or bacterial infections, etc. 
In light of this, a typical or non-COVID instance may not 
always indicate a healthy lower respiratory system.

Chest CT‑Scan Data Set

To develop a CT-Scan images model, we exercise images 
from the data set available in another public domain-Kaggle 
[49]. The size of this data set consists of 2481 chest CT-Scan 
images. This data set is augmented to increase the number of 
images input to train the proposed architecture for COVID-
19 detection using CT-Scan images.

Inter‑dimensional Analysis

The COVID-19 detection using the proposed scheme is like 
an image classification problem where input images to a 
neural network must be the same size. The images in the 
data sets collected from different sources need to undergo 
preprocessing and resizing of images, because these images 
are of different sizes.

Image Dimension Constraints

The dimension (width and height) of collected images 
ranges from the smallest size of 200×200 to the most sig-
nificant extent close to 1000×1000. The mean measurement 
is around 381×341. We should consider resizing the minor 
input variable if the image sizes vary within comparable 
aspect ratios. For this reason, we chose not to resize anything 
above 500x500. It means that most images of similar size 
would require severe adjustments, significantly impacting 
the training. Maintaining the raw image aspect ratio and 
resizing them proportionally is generally safer. For this pur-
pose, seven sets of squared and seven sets of rectangular 
image dimensions are considered. Overall, the input size 
of the image can impact the training process in many ways. 
Some include time taken for training, learning, and informa-
tion loss during resizing.
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Resizing the Images

Image resizing or reshaping is a critical preprocessing 
step, because it impacts the training of a learning model. 
The model gets trained faster on dimensionally smaller 
size images when compared to bigger ones. An input 
image with double the size requires a network to learn 
from four times as many pixels. There is no set of dimen-
sions that can do wonders. However, training a learning 
model from a smaller size is preferred over starting with 
a bigger image. A good strategy is then to increase the 
image dimension progressively. The proposed architec-
tures are evaluated the input images in two ways. Firstly, 
we chose a few regularly spaced square sizes from 200×
200 to 500×500. Hence, we began with 200×200 and peri-
odically added 50 to the width and height of the current 
dimension for the next set of experiments. Secondly, we 
consider seven random rectangular sizes: 370×340, 450×
350, 380×420, 381×341, 400×300, 275×375, and 150×
350. Because it is worth trying to exercise a wide range of 
preprocessed images in the data set, even better, we can 
use the learned weights from the small models to initiate 
training on the larger input models.

Evaluation Metrics

The evaluation of the proposed scheme for detecting 
COVID-19 disease is conducted by the confusion matrix, 
classification accuracy, precision, recall (sensitivity), and 
F1-Score [50].

–	 Confusion Matrix is a tabular visualization of the 
model predictions versus the ground-truth labels in 
True/False and Positive/Negative.

–	 True Positive: When the ground truth and the pre-
diction are true.

–	 True Negative: When the ground truth and the pre-
diction are negative.

–	 False Positive: The prediction is true when the 
ground truth is false.

–	 False Negative: The prediction is false when the 
ground truth is true.

	    The simple truth is that the patient has the disorder, 
but the forecast tells us what the classification/model 
tells the patient that the illness is contracted on a data 
basis.

–	 Classification Accuracy defined in Eq. 5 is the num-
ber of accurate forecasts divided by the total number of 
projections. It shows how similar the predictions of the 
fundamental truth are 

–	 Precision defined in Eq. 6 is the fraction of the appropri-
ate instances of the samples obtained. This metric is also 
referred to as the positive predictive value: 

–	 Recall or sensitivity defined in Eq. 7 is a proportion of 
the total number of instances currently detected: 

–	 F1-Score defined in Eq. 8 demonstrates the combination 
of accuracy and recall. The maximum value is 1, which 
means complete accuracy and reminder, and the lowest 
possible value is 0: 

Results Analysis

We divide the chosen data set into two sets, 70:30 for our 
studies. It is standard practice to split the data into 70% as 
training and 30% as testing set. However, researchers may 
vary this split ratio based on their data set size [51]. These 
collections serve as testing and training samples, respec-
tively. For instance, in the data set of X-ray images, the train-
ing sample set has 4431 images, while the testing sample 
set contains 1899 images. Different sizes are used for the 
images. In the processing stages, the images in the data sets 
of X-ray and CT-Scan images are transformed into 14 data 
sets to train the learning models completely. Every image is 
reshaped in the range of 200×200 to 500 × 500 . We consider 
24 various pre-trained models for the training process and 
closely examine the performance of the proposed architec-
ture for COVID-19 identification. The reshaped images are 
fed to these transfer learning models. These models are stud-
ied using two performance metrics: test accuracy and loss. 
Equation 9 defines the test accuracy metric:

The experiments are carried out at multiple epochs (itera-
tions). The proposed model took seven generations to be 
precise to attain its best accuracy. Most models took between 
7 and 15 epochs to achieve their best accuracy. The models 

(5)Accuracy =

True Positive + True Negative

Total Number of Cases

(6)Precision =
True Positive

True Positive + False Positive

(7)Recall =
True Positive

True Positive + False Negative

(8)F1-Score =
2 × Precision × Recall

Precision + Recall

(9)Test Accuracy =
Number of Correct Predictions

Number of Predictions
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that took around seven epochs usually continued performing 
almost the same for another few epochs before a declining 
performance. First, the experiments are carried out at some 
selected image dimensions. Figures 3 and 4 show the behav-
iour of test accuracy and loss metrics by all learning models 
trained with square-shaped 350 × 350, 450 × 450, 500 × 500 
images. In addition to the square-shaped images, the mod-
els are trained with rectangular images. Figures 5 and 6 
describes the behaviour of test accuracy and test loss met-
rics by all learning models trained with rectangular shaped 
370 × 340, 450 × 350 images. One can see that each of these 
models achieves a test accuracy above 90%. Many models 
are performing well at image dimensions 450×450 and 500×
500. A model has many features present in the images to 
learn and for further use in detecting COVID-19 positive 
or negative images. A few models at the image dimensions 
200×200 and 250×250 are not performing comparatively due 
to fewer features available for extraction during the training 
phase.

The selected dimension sets of input images may provide 
a tentative behaviour instead of an actual trend. The experi-
ment is then extended to the rest of the image dimensions. 
Figures 7, 8, 9, and 10 give the test accuracy and loss metrics 
achieved by best learning models at both square and rec-
tangular-shaped images. The learning models perform well 
for different dimensions of images. Instead, these models 
achieve to best test accuracy value at a separate and particu-
lar image dimension. We observe the highest test accuracy 
returned by all the models in Table 2. It is observed that 
the best-trained model is ResNet152. This model’s accuracy 
is higher than all other models and is 99.74% with X-ray 
images. The trend is that most models’ image dimensions 
perform well in 350 to 500. Most of the learning models in 
our scheme give accuracy above 98%. Because (1)Most of 
the images have an aspect ratio that falls under this range, 
(2) When compared to an image of smaller size, a larger 
image can contain a lot more information which will be 
helpful for feature extraction during the training process, 
and (3) Some rectangular aspect ratios also perform better 
than most square ones, directly indicating the rectangular 
shape of most of the images in the data set.

Besides several learning models’ test accuracy and loss 
metrics, we evaluate our proposed scheme for other essential 
metrics: precision, recall, and F1-Score. The trained model 
which gives the best result on exercising X-ray images 
is ResNet152. The proposed scheme with this learning 
model achieves a precision value of 99.69% and a recall of 
98.80%. These achievements are higher than many of the 
existing models. The performance of the proposed method 
is assessed at different image qualities. Figure 11 provides 
insight into the effectiveness of the suggested approach 
using the ResNet152 model with X-ray images as input. 
The proposed scheme achieves the best accuracy, precision, 

and recall by seven epochs. The performance of a set of 
learning models on X-ray images is very close to the best 
model. Other learning models have comparatively lower 

(a) Test accuracy for 350x350 image

(b) Test accuracy for 450x450 image

(c) Test accuracy for 500x500 image

Fig. 3   Behaviour of test accuracy metric by all learning models at 
square shaped 350 × 350, 450 × 450, 500 × 500 images
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performance than the ResNet group of learning models. The 
proposed scheme is extended to detect COVID-19 disease 
by exercising the chest CT-Scan images. Figure 12 shows 
the nature of performance metrics—accuracy, precision, 

and recall values of the proposed AutoCov22 architecture 
using CT-Scan images. The highest accuracy achieved by the 
architecture is 87.18%, while the precision and F1-Score are 
84.98% and 85.66%, respectively. These best metric values 
are attained before the 50th epoch. However, at a few epochs, 
the recall metric achieves above 90%.

Comparative Study

The proposed AutoCov22 framework is compared against 
several state-of-the-art methods on Chest X-ray and CT-
Scan data sets. The same training data set and setting are 
used for these methods. Table 3 shows a comparison study 
on the accuracy metrics between AutoCov22 and various 
previous ways with respect to the X-ray image data set. 
The table gives an idea of our model’s actual and relative 
improvements (Columns IV and V) by the proposed model 

Fig. 4   Behaviour of test loss metric by all learning models at square 
shaped 350 × 350, 450 × 450, 500 × 500 images

(a) Test Accuracy 370x340

(b) Test Accuracy 450x350

Fig. 5   Behaviour of test accuracy metric by all learning models at 
rectangular shaped 370 × 340, 450 × 350 images
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on the accuracy metric over the others. A pre-trained model 
that provides the best accuracy metric in previous works is 
included in the comparison study.

Chest X‑Ray

A deep learning framework in [43] has used six pre-trained 
models, among which the Xception network can achieve the 
accuracy of 98% despite a series of preprocessing operations 
applied to the X-ray data set. In contrast, the Xception net-
work in our model reaches the metric up to 99.26% resulting 
in 1.26% direct and 1.28% relative improvements. Whether 
natural or proximate, this improvement significantly reduces 
falsely detected cases in a country, e.g., Bharat, with a large 
population. The FCovNet discussed in  [44] achieves an 
accuracy level of 99.10% which is 0.64% less accurate than 
our best ResNet152 network. When Xception, Resnet50, and 
InceptionV3 are trained under the FCovNet scheme, these 

pre-trained models achieve 80.18%, 90.09%, and 95.59%, 
respectively. These models under the AutoCov22 reach 
accuracy up to 99.26%, 99.74%, and 99.68%, respectively. In 
other words, the AutoCov22 is 4.15−19.56% more accurate 
than the FCovNet [44]. Madaan et al. [52] presented a CNN 
based FCovNet model for COVID-19 detection. This model 
can detect the COVID-19 disease up to 98.44%. Arias-Londo 
et al. [15] proposed a DNN-based model called COVID-Net 
to see COVID-19 using chest X-ray images. The model, on 
average, detects the disease by 87.4% accurately. The maxi-
mum accuracy level of this model is 91.5% which is 8.24% 
lesser than the AutoCov22. Oh et al. [23] discussed a deep 
convolutional neural network model called FC-DenseNet103 
for COVID-19 diagnosis. The model’s detection process 
results in an accuracy of 88.9%, i.e., 10.84% less accurate 
than our AutoCov22, establishing a significant improvement 
towards a precise detection of this disease. The DL-CRC 
framework [32] is planned to distinguish COVID-19 cases 
from regular patients. On evaluation, the DL-CRC frame-
work reaches the detection accuracy of up to 93.94%, which 
is sufficiently lower than many of the pre-trained models 
used in our AutoCov22 (see Table 2). So far, in the dis-
cussion, the AutoCov22 framework outperforms accurate 

Fig. 6   Behaviour of test loss metric by all learning models at rectan-
gular shaped 370 × 340, 450 × 350 images

Table 2   Performance of transfer learning models

Model name Test accuracy(%) Dimension

DenseNet121 99.52 500×500
DenseNet169 99.68 500×500
DenseNet201 99.74 450×350
EfficientNetB0 99.42 450×450
EfficientNetB1 99.58 450×350
EfficientNetB2 97.94 300×300
EfficientNetB3 99.42 450×350
EfficientNetB4 99.52 380×420
EfficientNetB5 99.47 450×450
EfficientNetB6 99.26 350×350
EfficientNetB7 99.52 500×500
InceptionResnetV2 97.99 450×450
InceptionV3 99.68 370×340
MobileNet 99.47 500×500
MobileNetv2 99.74 500×500
ResNet101 99.74 500×500
ResNet101v2 99 450×450
ResNet152 99.74 450×450
ResNet152v2 99.91 500×500
ResNet50 99.74 450×450
ResNet50v2 99.47 350×350
VGG16 99.42 300×300
VGG19 99.42 150×350
Xception 99.26 250×250
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detection and improves detection accuracy by up to 20% 
over previous works.

Besides the accuracy metric, the proposed AutoCOV-19 
is compared to other metrics like precision and F1-Score. 
Figure 13 illustrates the results of different previous meth-
ods and our model on these metrics. The red bars represent 
the models evaluated under the proposed CNN model, i.e., 
the AutoCov22 framework. In contrast, the blue bars refer 
to the metrics achieved by previous methods discussed in 
the state-of-the-art. It can be observed that our COVID-19 
detection framework achieves better results. For example, 
the F1-Score from the best learning network Mobilenet in 
the automatic detection method for COVID-19 infection 

discussed in [21] is 98.5%. The best learning model in the 
AutoCOV-19 is the ResNet152 network which shows the 
F1-Score is 99.24%. Thus, our AutoCov22 framework plays 
a significant role in COVID-19 detection and reduces falsely 
detected cases using CT scans.

Chest CT‑Scan

We extend the COVID-19 detection using the CT-Scan. In 
addition to comparing our method with previous schemes 
on chest X-rays, we compare our extended AuotCOV-21 
with multiple previous methods that appeared in state-of-
the-art the test set of CT-Scan images. Table 4 illustrates 

(a) MobileNetv2 Test Accuracy (b) ResNet50 Test Accuracy

(c) ResNet101 Test Accuracy (d) ResNet152 Test Accuracy

(e) DenseNet121 Test Accuracy (f) DenseNet169 Test Accuracy

Fig. 7   Behavior of test accuracy metric by best learning models at both square and rectangular shaped images
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the result differently concerning the CT-Scan image data set. 
The performance of the proposed approach is below 90% on 
exercising the CT-Scan image data set. This performance 
seems less due to a smaller data set size. With a larger data 
set size, the issue can be overcome. In that case, the selected 
learning networks driven by the scheme can be trained and 
predict the disease more accurately.

Congcong et al.  [26] proposed a deep learning-based 
detection process ResNext+ for COVID-19 disease using 
CT-Scans. The method shows a precision of 81.9% and an 
F1-Score of 81.4%. In contrast, our model gives these as 
84.98% and 84.65%, respectively. Compared to this model, 
AutoCov22 makes 3.09% and 3.25% improvements on these 
metrics. Ying et al. [35] developed a deep learning-based 
CT diagnosis system (COVID-19-CT) to identify patients 
with COVID-19. This model is evaluated on the CT-Scans 
of 88 patients diagnosed with COVID-19. The evaluation 
shows a precision of 79%. In contrast, our model provides 
an accuracy of 87.10% resulting in 8.10% improvements. 
Yan et al. [10] developed a new deep convolutional neural 
network (NDCNN) tailored to COVID-19 infections detec-
tion for chest CT images. The scheme shows nearly 72.6% 
precision, which is direct 12.38% less than the AutoCov22, 
i.e., our model performs 17.05% more and is significant for 

reducing the falsely detected cases. Horry et al. [22] selected 
and optimized the VGG19 model for COVID-19 detection 
using the CT Scan data set. The model on extensive tuning 
results in accuracy, precision, and F1-Score up to 79%, 83%, 
and 81%, respectively. This performance is achieved over 
70 epochs, while AutoCov22 achieves comparatively better 
results by 50 epochs. Peng et al. [37] presented COVID-
19-CT–CXR, a public database of COVID-19 CXR and CT 
images. The performance of fine-tuned deep neural networks 
on the database achieved the highest precision and F1-Score 
at 81.60% and 79.20%, respectively. Tanvir et al. [38] pre-
sented a hybrid neural network that is proposed, named 
CovTANet, to predict COVID-19 utilizing chest computer 
tomography (CT) scans. Through multiphase optimization 
and extensive experimentation, the scheme achieves 85.20% 
accuracy and 86.68% F1-Score. Although the scheme shows 
2.03% more F1-Score but lacks 1.90% accuracy than our 
AutoCov22. Summarily, the extended AutoCov22 improves 
accuracy, precision, and F1-Score by 9.50%, 12.38%, and 
5.45%, respectively. It can be noticed that Table 4 has no 
value for a few models, because these models did not meas-
ure such variables. Instead, they evaluated other metrics 
but not in the current work. The table provides the metrics 

(a) DenseNet201 Test Accuracy (b) EfficientNetB1 Test Accuracy

(c) EfficientNetB4 Test Accuracy (d) InceptionV3 Test Accuracy

Fig. 8   Behavior of test accuracy metric by DenseNet201, EfficientNetB1, EfficientNetB4, and InceptionV3 learning models at both suqare and 
rectangular shaped images
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values assessed by the models shown in the table. For exam-
ple, NDCNN [10] model evaluated the metrics—dice, sensi-
tivity, and precision. The precision is the standard evaluating 
metric by our and the NDCNN model.

In this abrupt outbreak of COVID-19, there is a need for 
more experienced specialists, radiologists, and researchers. 
Consequently, evaluating different detection schemes using 
chest X-ray and CT Scans is most familiar with the tremen-
dous increase in patients. The experimental results from the 
existing approaches significantly help specialists, radiolo-
gists, and researchers. Since this virus is yet to investigate 
more for having the full radiologic features and prognosis, 

any improved result substantially increases towards a com-
plete diagnosis of the disease. Subsequently, our proposed 
AutoCov22 method outperforms and ensures a promising 
solution for diagnosing COVID-19 over many existing ways.

Conclusion and Future Scope

To address the rapidly spread global pandemic of COVID-
19, we proposed a customized deep learning framework 
named AutoCov22 for automatic detection of the disease 
from chest X-ray and CT-Scan images. The proposed 

(a) MobileNetv2 Test Loss (b) ResNet50 Test Loss

(c) ResNet101 Test Loss (d) ResNet152 Test Loss

(e) DenseNet121 Test Loss (f) DenseNet169 Test Loss

Fig. 9   Behavior of test loss metric by best learning models at both square and rectangular shaped images



SN Computer Science           (2023) 4:659 	 Page 15 of 18    659 

SN Computer Science

AutoCov22 has come out as an alternate, improved, and 
promising solution that does not detect the COVID-19 dis-
ease only but also reduces the progressing number of false-
negative cases on the condition. Leveraging the transfer 

learning networks, we apply a more significant number 
(twenty-four) of pre-trained deep CNNs. Our experimen-
tal results demonstrated that the proposed scheme provides 
comparative and adequately improved results with different 

(a) DenseNet201 Test Loss

(b) EfficientNetB1 Test Loss

(c) EfficientNetB4 Test Loss

(d) InceptionV3 Test Loss

Fig. 10   Behavior of test loss metric by DenseNet201, EfficientNetB1, 
EfficientNetB4, and InceptionV3 learning models at both suqare and 
rectangular shaped images

(a) Perfoamnce at image size 300x300.

(b) Perfoamnce at image size 450x350.

(c) Performance at image size 500x500.

Fig. 11   Application of the proposed method on ResNet152 model
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state-of-the-art methods. The results indicate that Auto-
Cov22 outperforms other methods in terms of accuracy of 
medical diagnosis for chest X-ray and CT-scan images. The 
proposed work has multiple future scopes. (1) Recently, a 
new variant of the COVID-19 virus has appeared and needs 
to be diagnosed by the proposed approach to observe its 
performance with new variants. (2) Unfortunately, the sys-
tematic collection of the extensive data set on CT scans 
for training is complex due to the emergent nature of the 
COVID-19 global pandemic and its unavailability in the 
public domain. It leads to less performance by the proposed 
approach, because learning models need to be more trained, 

hence being unable to provide the expected performance. 
This needs  to be improved with a larger data set concern-
ing a large population. (3) The proposed approach has yet to 
measure the time taken by a learning model for training and 
predicting the disease. The training and testing time may be 
computed to see early detection. (4) One needs further study 

Table 3   Comparative study 
between AutoCov22 and 
previous methods with X-ray 
data set

Reference Existing Achieved Actual Relative
models performance (%) performance (%) improvements (%) improvements (%)

Xception [43] 98 99.26 1.26 1.29
MobileNet [21] 98.5 99.47 0.74 0.75
FCovNet [44] 99.1 99.74 0.64 0.65
XCovNet [52] 98.44 99.74 1.30 1.32
CNN model [45] 97.73 98 0.27 0.28
COVID-Net [15] 91.5 99.74 8.24 9.01
DL-CRC [32] 93.94 99.74 5.8 6.17
CNN model [33] 99.01 99.74 0.73 0.74
FC-DenseNet103 [23] 88.9 99.74 10.84 12.19
DeCovNet [24] 90.1 99.74 9.64 10.7
ResNext+ [26] 96.66 99.74 3.08 3.19
InceptionV3 [40] 98.7 99.68 0.98 0.99
CLAHE-CNN [42] 95.92 99.74 3.82 3.98
CNN+VGG [22] 98.44 99.42 0.98 1

Fig. 12   Performance of the proposed scheme with CT-Scan images

Fig. 13   Performance comparison of different models with X-ray 
images
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on patients from diverse geographic locations to understand 
the mutation and evolution of this deadly virus, etc.
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