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Abstract
COVID-19 had a global impact, claiming many lives and disrupting healthcare systems even in many developed countries. 
Various mutations of the severe acute respiratory syndrome coronavirus-2, continue to be an impediment to early detection of 
this disease, which is vital for social well-being. Deep learning paradigm has been widely applied to investigate multimodal 
medical image data such as chest X-rays and CT scan images to aid in early detection and decision making about disease 
containment and treatment. Any method for reliable and accurate screening of COVID-19 infection would be beneficial for 
rapid detection as well as reducing direct virus exposure in healthcare professionals. Convolutional neural networks (CNN) 
have previously proven to be quite successful in the classification of medical images. A CNN is used in this study to sug-
gest a deep learning classification method for detecting COVID-19 from chest X-ray images and CT scans. Samples from 
the Kaggle repository were collected to analyse model performance. Deep learning-based CNN models such as VGG-19, 
ResNet-50, Inception v3 and Xception models are optimized and compared by evaluating their accuracy after pre-processing 
the data. Because X-ray is a less expensive process than CT scan, chest X-ray images are considered to have a significant 
impact on COVID-19 screening. According to this work, chest X-rays outperform CT scans in terms of detection accuracy. 
The fine-tuned VGG-19 model detected COVID-19 with high accuracy—up to 94.17% for chest X-rays and 93% for CT 
scans. This work thereby concludes that VGG-19 was found to be the best suited model to detect COVID-19 and chest X-rays 
yield better accuracy than CT scans for the model.
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Introduction

COVID-19 has been challenging to overcome for the past 
2 years and it still poses a huge threat to our health and the 
economy. An antidote is yet to be found for this deadly dis-
ease, which makes it taxing to battle against this disease. As 
of January 09, 2022, 5,503,805 deaths have been recorded 
from the outbreak of this virus. New variants emerge con-
stantly whose characteristics are challenging to uncover. 
Vulnerable groups include diabetic individuals, obese 
children, people with chronic lung disease or asthma, low 
immunity, and elderly people. The most typical signs of this 
illness are fever, chills, cough, headache, fatigue, loss of 
smell or taste, sore throat, and others. As of now, frequent 
washing of hands, sanitizing, wearing masks and maintain-
ing social distance are the only means of protection other 
than vaccination.

While symptoms help in its identification, a fair share 
of the population is asymptomatic for which computed 
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tomography (CT) scan and chest X-ray-based analysis is car-
ried out and turns out be an effective process. The death tolls 
and infection spread seem to grow at an exponential rate. 
The common means of detection of this disease include RT-
PCR test, antigen tests and isothermal nucleic acid ampli-
fication in addition to chest tomography imaging. RT-PCR 
tests results typically take a day to detect, but the time taken 
for the collected samples to reach the laboratory might lead 
to a delay. Antigen testing is less sensitive than the RT-PCR 
test, although it is faster in comparison.

Thorough study of the CT scan of lungs of the infected 
individual helps in detecting damage on the respiratory 
organ in 10–12 days after infection. Chest X-rays can help in 
faster detection, thereby preventing further spread, and helps 
in prior isolation of the patient. Deep learning techniques 
are used in the diagnosis of COVID-19 using multimodal 
imaging data by means of pre-trained convolutional neural 
networks (CNN).

In the proposed methodology, the pre-trained models 
are trained with patient records which include multimodal 
data to predict COVID-19 virus. With the limited resources 
presented, suitable techniques have been deployed to yield 
accurate results [1].

Moving on further, “Related Works” summarizes the 
related works in the diagnosis of COVID-19 using various 
image modes, “Methodology” explains the proposed meth-
odology and “Experimental Results” gives insight into the 
experimental results, while the final section concludes the 
work.

Related Works

A survey of the related works done in the diagnosis of 
COVID-19 using multimodal data is listed in “Prediction 
of COVID-19 Using Chest X-Rays” and “Prediction of 
COVID-19 Using CT Scans”.

Prediction of COVID‑19 Using Chest X‑Rays

Eight different well-known pre-trained deep learning neural 
network architectures were compared by Sowmya et al. [2], 
namely, AlexNet, VGG-16, ResNet-34, ResNet-50, Goog-
leNet, MobileNet-V2, SqueezeNet, and Inception-V3. A 
dataset of 406 images was used in the tests, with 203 sam-
ples from COVID-19-positive individuals and 203 samples 
from healthy patients. The last layer of the pre-trained mod-
els was removed, thereby a fully connected (FC) layer was 
added representing two output classes.

EfficientNet, MobileNet, VGG, and ResNet models were 
trained by Luz et al. for predicting COVID-19 [1]. Here, 
hierarchical classification has been implemented to dif-
ferentiate normal and pneumonia classes. The data were 

subjected to pre-processing and augmentation and used for 
further processing. Instead of training a model from scratch, 
a pre-trained network using the transfer learning approach 
was used and it was tuned to attain higher accuracy.

Jain et  al. used InceptionNet V3, XceptionNet, and 
ResNet Xt techniques for predicting COVID-19 [3]. The 
model was trained on only 1560 samples, since patient data 
were unavailable. The pre-trained network of each model 
was used, the data were trained and tested, and the accuracy 
of each model was analysed and compared.

Diagnosis of COVID-19 with chest X-ray images using 
deep learning models was presented by Bsu et al. [4]. This 
work analysed three pre-trained models with increasing 
number of layers, viz. VGGNet (16 layers), AlexNet (8 lay-
ers), and ResNet (50 layers). In this work, layers with large 
kernels were replaced by small kernels to produce better 
regularization. Initially, training from scratch and fine-tuning 
using the TL (transfer learning) strategy were applied to the 
models.

Prediction of COVID‑19 Using CT Scans

To address the diagnosis of COVID-19, Anwar et al. [5] 
in their work used three variations for learning strategies, 
namely, reducing the learning rate, cyclic learning rate, and 
constant learning rate. In the EfficientNet deep learning tech-
nique, adaptive feature selection-guided deep forest algo-
rithm was employed to predict COVID-19 with a specific 
patient’s CT scan. A comparison is made between VGG16 
and Resnet for the prediction of COVID-19 via CT scans by 
Shailender Kumar et al. [6]. The method of transfer learn-
ing was also incorporated for the prediction, and ensemble 
convolutional neural network technique for detecting pneu-
monia was also performed to check the classification nature 
of the model. Raj et al. [7] implemented image recognition 
methods of CNN for detecting COVID-19 using CT scans. 
Prediction algorithms such as inception and VGG were used. 
Computerized image processing, image segmentation, neu-
ral networks and medical image processing methods were 
incorporated to increase the efficiency of detection. Incep-
tionV3, DenseNet and New-DenseNet models were imple-
mented by Mohamed Berrimi et al. in their work [8] for the 
prediction of COVID-19 and the enhancement of DenseNet 
model performance was done by adding a convolutional 
layer at the top and at the bottom of the model. Regulariza-
tion is also done, thus making model learning yield better 
results.

Jashnani et al. [9] implemented VGG-16, DenseNet21, 
Inception-ResNet, InceptionV3, and Xception to predict 
COVID-19 via CT scans. As a result of lowering the convo-
lution operation in the CNN model, the accuracy was raised 
and the computation cost decreased. Abdar et al. published 
“Automatic Detection of Coronavirus (COVID-19) from 



SN Computer Science (2023) 4:212 Page 3 of 9 212

SN Computer Science

Chest CT Images Using VGG16-Based Deep-Learning” 
[10], in which the VGG16 model was used because it is a 
less complex model when compared to other models such as 
ResNet, DenseNet, and xception. So the pre-trained model 
is fine-tuned by including layers such as dense layers, pool-
ing layers, and dropout layers, as well as by utilizing a 50% 
dropout in all layers.

In their work of detection of COVID-19 with CT images 
using hybrid complex shearlet scattering networks [11], Ren 
et al. presented a hybrid framework in which a single model 
was constructed by combining the complex shearlet scatter-
ing transform (CSST) and a suitable convolutional neural 
network. The wide residual network is also implemented in 
this suggested hybrid model, which performs well on sparse 
and locally invariant images.

A Siamese convolutional neural network model (COVID-
3D-SCNN) is introduced for extracting discriminative fea-
tures, with augmentation performed to enlarge the dataset 
and three models working in parallel, the authors acquired 
575 COVID-19, 1200 non-COVID, and 1400 pneumonia 
images, which are publicly available. In their framework, 
augmentation is used to enlarge the dataset [12]. When 
SEL-COVIDNET [13] is compared to the results of tuned 
DenseNet121, InceptionResNetV2, and MobileNetV3 mod-
els, it outperforms the others in  multiclass classification. 
Deep learning techniques [14] are preferred to artificial 

intelligence (AI), because overfitting is a significant problem 
in AI-based systems and many AI-based models are unable 
to produce the best results. CNN-based techniques are there-
fore used for the classification of lung disease.

A new transfer learning approach [15] based on the con-
volutional neural network (CNN) is proposed using frozen 
layers (convolution layers, Max-Pooling layer, convolutional 
layers). Based on the number of convolutional layers, two 
distinct models are created which helps in early detection of 
COVID by X-rays.

As mentioned in “Prediction of COVID-19 Using Chest 
X-Rays” and “Prediction of COVID-19 Using CT Scans”, 
the hurdles faced in the majority of the existing works are: 
lack of patient data, low accuracy/overfitting issues in clas-
sification because of insufficient data to train the model and 
incompatibility of multimodal data. The proposed meth-
odology presented in “Methodology” tries to deal with 
the hurdles and addresses the issues faced by the existing 
approaches.

Methodology

Deep learning techniques are used to diagnose COVID-19. 
The system   architecture of the proposed model is presented 
in Fig. 1.

Fig. 1  System architecture
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Pre-trained deep learning models such as Inception v3, 
Xception, VGG-19 and ResNet-50 are optimized using cus-
tom layer to diagnose COVID-19. The following sections 
give insights about the architecture design of pre-trained 
models and the custom layer added to it.

Inception v3

Inception V3 is a 27 layers deep convolutional neural net-
work and is utilized to help in object and image detection. 
The images of COVID-19 and normal chest X-rays are 
grouped into several network layers, which are trained by 
the inception V3 model, and the model is fine-tuned to get 
better accuracy.

Xception

Xception model involves depth-wise separable convolutions 
with a deep convolutional neural network architecture. This 
pre-trained model with 135 layers is fine-tuned with custom 
layers to increase the performance. The trainable parameters 
are trained with the collected dataset (i.e. COVID and nor-
mal X-ray/CT images) and the prediction is made.

VGG‑19

VGG-19 is a deep convolutional neural network which 
includes 19 layers. The image of the COVID-19 and normal 
chest X-rays/CT scans are grouped into several network lay-
ers and it is trained by the VGG-19 model. The model is also 
fine-tuned to get better accuracy.

ResNet50

ResNet50, a variant of ResNet model, has 48 convolution 
layers, a MaxPool and an average pooling layer. This is also 
included in the deep convolutional neural network architec-
ture. This pre-trained model includes 178 layers and is fine-
tuned with custom layers added to improve the performance.

Procedure

The procedure involved in the diagnosis of COVID-19 is 
summarized below.

The datasets used for this study were collected from 
Kaggle which include chest X-rays [16] and CT scans [17] 
of COVID-19-affected and -unaffected people. A total of 
2482 CT scans were included in the SARS-CoV-2 CT data-
set, including 1252 scans that were positive for the virus 
(COVID-19) and 1230 scans from patients who were not 
infected with SARS-CoV-2.

3616 COVID-19-positive cases from various countries 
were included in an X-ray database along with 10,192 nor-
mal cases and corresponding lung masks. The image reso-
lution of both the CT image database and X-ray database 
differs: 342 × 254 and 299 × 299, respectively. The collection 
includes 50% subset of COVID-19-affected and 50% subset 
of normal images of unaffected people. Figures 2 and 3 show 
the sample image of chest X-rays and CT scans from both 
affected and healthy people.

The data procured from the Kaggle repository for chest 
X-rays and CT scans was cleaned and then normalized. Data 
normalization is an important step which is frequently uti-
lized to preserve numerical stability in CNN systems. Gra-
dient descent is more stable with normalization and learns 
more quickly with a CNN model. To help with this, the pixel 
values of the input chest X-ray/CT images were normalized 
between values [0,1].

Greyscale images were used to create the training data-
sets, and to rescale them, the pixel values were multiplied by 
1/255. The images were resized to 224 by 224 pixels, which 
is considered as the model’s optimal size for processing. 
The input tensor of shape (224, 224, 3) is added to the pre-
trained model, where 3 refers to the number of channels in 
the pre-trained model.

A large dataset is essential to train any deep learning 
method and this aids in achieving reliable results. But when 

Fig. 2  Samples of frontal view chest X-rays: a COVID-19-affected 
person and b unaffected person

Fig. 3  Samples of CT scans: a COVID-19-affected person and b 
unaffected person
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enough data is not available, especially in medical-related 
studies, data augmentation is applied.

The problem of overfitting can be controlled by augmen-
tation techniques, so that the accuracy of the proposed model 
can also be enhanced. The augmentation process includes 
sharing, zooming and rotation of images. The data is ran-
domized to generalize the model and decrease overfitting. 
The proposed model was trained using the prepared pre-
processed dataset.

It has been demonstrated that CNN models produce better 
outcomes in many medical image processing applications. 
However, building them from scratch would be challenging 
for COVID-19 case prediction due to the scarcity of X-ray/
CT image samples. For identifying COVID-19 from normal 
instances in this study, four pre-trained models including 
VGG19, Xception, ResNet50, and Inception-V3 have been 
deployed.

These networks have shown exemplary results in a vari-
ety of computer vision and medical image processing tasks. 
These networks were chosen as a way to separate COVID-19 
infection from other cases. For training the models, 80% of 
the images were used and the remaining 20% of the images 
were used for testing the accuracy of the models.

Optimization of the pre-trained models discussed in 
“Inception v3”, “Xception”, “VGG-19” and “ResNet50” is 
performed by adding five custom layers.

The first layer includes the convolutional layer with sig-
moid activation function and learning rate 0.0001; the sec-
ond layer comprises the dropout layer to avoid overfitting; 
the third layer includes a dense layer with softmax activation 
function; the fourth layer is the pooling layer with global 
average pooling and the final layer is the dense output layer 
which is placed with the ReLU activation function.

The trainable attribute of the previous layers was set to 
false, because the first half of the model has already been 
pre-trained.

Finally, the model is optimized using the SGD optimizer 
with a momentum value set to 0.9 and the categorical cross 
entropy is used as the loss function for the optimized model.

The architectural overview of the pre-trained models is 
represented in Table 1 with input and output layer sizes (224, 
224, 3) and (2, 1), respectively.

Fine-tuning allows to retrain the fully connected layers 
that aids in classification. This also retrains the convolutional 
and pooling layers that are included in the feature extrac-
tion stage. Optimized pre-trained models help to identify 
the complicated patterns which enhances the accuracy of 
the model.

An overall summarization of the work and its improve-
ments from the previous work are given as follows.

As well known, numerous studies have been conducted 
to predict COVID-19 using chest X-rays and CT scans with 
pre-defined models such as Inception, Xception, ResNet, 
and others.

The proposed deep learning model-based methodology 
will be able to accurately predict the disease in less time. 
The proposed methodology makes use of pre-trained models 
available in Keras. Extra layers were added to the pre-trained 
models as specified in Fig. 4 before training, increasing the 
depth of the model and thus its accuracy. Following the addi-
tion of the custom layer, the model is trained with a batch 
size of 32 and 10 epochs. The proposed model can predict 
the disease with acceptable accuracy using these parameters.

Typically, pre-trained models are trained for a minimum 
of 100 epochs to achieve better accuracy; however, because a 
custom layer is added to the corresponding pre-trained mod-
els, the proposed model can achieve better accuracy more 
easily and quickly. Following the training process, the model 
is enhanced with additional layers before fine-tuning, which 
distinguishes the proposed model from previous works [18], 
[19].

The model is then fine-tuned using the Keras-tune 
approach to determine the optimal hyper-parameter ranges. 
The Stochastic Gradient Descent (SGD) Optimizer is used 
to optimize the model, which updates the network weights 
during training.

Throughout the training process, SGD maintains a single 
learning rate. Although Adam optimizer updates the learn-
ing rate for each network weight individually, the proposed 
model was able to achieve the same accuracy in SGD opti-
mizer as Adam optimizer. Though there are many new and 
efficient models available, such as ChexNet, GoogleNet and 
EDL-CovidNet, this work focuses on determining the high-
est accuracy with these basic pre-trained models with the 
minimum epochs.

Proceeding to the next section, the results of this study 
are presented.

Experimental Results

The following were the metrics taken into consideration to 
analyse the model’s performance:

Table 1  Architectural overview

Model Total no. of layers After 
optimi-
zation

Inception V3 314 319
Xception 135 140
VGG19 25 30
ResNet50 178 183
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• True positive (TP): this combination informs us of the 
proportion of positive samples that a model correctly 
classifies as positive.

• False negative (FN): this combination indicates how fre-
quently a model incorrectly classifies a positive sample 
as negative.

• False positive (FP): this combination reveals how fre-
quently a model classifies a negative sample as positive.

• True negative (TN): this combination informs us of the 
frequency with which a model correctly classifies a nega-
tive sample as negative.

• Precision: precision enables us to see the machine learning 
model’s dependability in identifying the model as being 
positive.

• Recall: the recall evaluates how well the model can identify 
positive samples.

• F1 score: the harmonic mean of precision and recall is used 
to define the F1 score.

The harmonic mean is a metric that differs from the more 
commonly used arithmetic mean. It is frequently useful when 
calculating an average rate.

• Accuracy: Accuracy is one metric for evaluating classifi-
cation models. Informally, accuracy is the fraction of pre-

(1)Precision = TP∕(TP + FP).

(2)Recall = TP∕(TP + FN).

(3)
F1score = 2 ∗ ((precision ∗ recall)∕precision + recall).

dictions our model got right. Formally, accuracy has the 
following definition:

• AUC: Accuracy is a very commonly used metric. In con-
trast, the AUC is only used in classification problems 
with probabilities to further analyse the prediction. As a 
result, accuracy is understandable and intuitive even to 
non-technical people. On the other side, AUC requires a 
high level of concentration and some time to understand 
the logic behind it.

To summarize, AUC is a more understandable and intui-
tive metric than accuracy.

Without augmentation, the accuracy of the VGG-19 fine-
tuned model is about 89.1% for chest X-rays and 88% for 
CT scans.

Prediction of COVID‑19 Using Chest X‑Rays

Xception model attained the highest performance with a pre-
cision of 93.5%, recall of 93%, F1-score of 0.935, accuracy 
of 93.5%, and AUC of 0.9836.

Inception V3 network attained the second-best results 
for COVID-19 prediction with a precision of 93.5%, recall 
of 93%, F1-score of 0.935, accuracy of 92%, and AUC of 
0.9167 as shown in Table 2.

(4)Recall = (TP + TN)∕(TP + TN + FP + FN).

Fig. 4  Fine-tuned model overview
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Prediction of COVID‑19 Using CT Scans

The VGG-19 model achieved the best performance with a 
precision of 91%, recall of 90.5%, F1-score of 0.91, accuracy 
of 95%, and AUC of 0.9500836 as interpreted in Table 3.

After fine-tuning, the accuracies of the models 
improved by about 10% as shown in Tables 4 and 5. The 
optimized VGG-19 model outperformed other optimized 
pre-defined models with an accuracy of 94.17% and 93% 
for chest X-rays and CT scans, respectively.

The ROC curves for the optimized VGG-19 model for 
both chest X-rays and CT scans are shown in Figs. 5 and 
6, respectively.

A comparison of the models with the existing models 
with ten epochs is given in Table 6.

Table 2  Classification results 
comparison of all four CNN 
models using chest X-rays

Model Precision Recall F1-score AUC Accuracy

0 1 0 1 0 1

Inception 0.96 0.88 0.87 0.97 0.91 0.92 92 0.9167
Xception 0.89 0.98 0.98 0.88 0.94 0.93 93 0.9333
VGG-19 0.86 1 1 0.83 0.92 0.91 92 0.9167
ResNet50 0.86 0.89 0.90 0.85 0.88 0.87 88 0.8750

Table 3  Classification result 
comparison of all four CNN 
models using CT scans

Model Precision Recall F1-score Accuracy AUC 

0 1 0 1 0 1

Inception 0.93 0.89 0.88 0.93 0.91 0.91 0.91 0.9083
Xception 0.86 0.89 0.90 0.85 0.88 0.87 0.91 0.8750
VGG-19 0.97 0.94 0.93 0.97 0.95 0.95 0.95 0.9500
ResNet50 0.71 0.82 0.82 0.67 0.76 0.72 74 0.7417

Table 4  Comparison of accuracy in % of CNN models using chest 
X-rays

Model Before fine-tuning After fine-tuning

Inception 89.03 93.03
Xception 80 90
VGG-19 93.3 94.17
ResNet50 80.853 86

Table 5  Comparison of accuracy in % of CNN models using CT 
scans

Model Before fine-tuning After fine-tuning

Inception 89.17 91.67
Xception 90 92.1
VGG-19 92.50 93
ResNet50 55.63 72.3

Fig. 5  VGG-19—chest X-rays

Fig. 6  VGG-19—CT scan
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A comparison of the existing models is given in Table 7.
When compared to the models mentioned above, our 

proposed model performed well in terms of accuracy in 
less time.

Conclusion

COVID-19, being a highly communicable disease, is a 
fatal disease that spreads rapidly. Early detection and treat-
ment can help in isolating affected individuals to reduce its 
spread and prevent adverse health effects, including death. 
This work was aimed to find the most suitable deep learn-
ing models to predict the outbreak of the pandemic and 
spread of the disease. Conventional diagnostic methods, 
which tend to be slower, can be improved with the help 
of deep learning models for the betterment in healthcare 
facilities. Chest X-rays outperform CT scans in terms of 
COVID-19 diagnosis accuracy. The optimized VGG-19 
model detected COVID-19 with high accuracy—up to 
94.17% for chest X-rays and 93% for CT scans. These 

models will help to assist medical professionals in pre-
dicting and diagnosing individuals with COVID-19 and 
the government to anticipate the upcoming waves of this 
disease enabling them to take preventive measures in 
advance. This work also can be extended by developing a 
hybrid model which integrates the VGG-19 and inception 
model layers, thereby improving the diagnosis of COVID-
19 in terms of performance metri as shown in Table 7 With 
the availability of more individual patient records, this 
model can also be extended to diagnose COVID-19 for 
individuals.
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