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Abstract
The amount of personal and sensitive information collected by data collectors is rising. Those details are processed and 
saved on the cloud’s servers. Risks and hazards exist in the cloud infrastructure. The amount of data stored on the cloud 
is enormous, and some of it is secret or personal, making it vulnerable to a breach or attack. In this case, a strong security 
solution was required to secure the data from hackers and eavesdroppers. In the field of cloud computing, anomalies and 
insider assaults will deactivate service providers, resulting in the entire system failing. Insider assaults and infiltration are 
difficult to handle with traditional network defensive measures. The anomaly identification approach is created in this study 
to determine the incidence of attack, and the proposed approach uses black widow algorithm for feature selection whereby 
the classification is attained using recurrent neural network (RNN). The process of feature selection will eliminate the redun-
dant features and the significant features are retrieved using meta-heuristic technique. The selected features are utilized for 
classification using RNN. The feature selection highly helps the process of classification and it enhances the accuracy of the 
classification. The classification process is simplified by the feature selection process and the training error is minimized 
by the RNN technique. The use of a neural network to effectively identify features improves classification accuracy. The 
RNN’s performance investigation and outcomes categorize real-time threats in the cloud environment with high accuracy.
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Introduction

Many of the most significant innovations that have capti-
vated the interest of engineers all around the universe are 
cloud computing. While it provides many benefits, like 
scalability, fast adaptability, measurable capabilities, and, 
most importantly, the possibility for cost reductions for busi-
nesses, it also comes with its own unique of security dan-
gers that no company can afford to ignore [1]. Due to the 
vast variety of dangers inherent in every Cloud computing 
system and the lack of credible security advice, businesses 
are reluctant to accept cloud computing from an otherwise 
favorable environment [2, 3].

At its most basic level, Cloud Computing isolates info and 
application properties from the core structure and method 
utilized to provide them, with the integrating allocation of 
resources based on a functional description and elasticity. 
Cloud computing improves collaboration, scale, depend-
ability, and agility while also lowering costs for consumers 
and businesses [4]. To put it another way, Cloud Computing 
refers to the utilization of a combination of applications, 
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data, and infrastructure, as well as network, data, and storage 
resources, and finally distributed services. Exploiting a util-
ity model for allocation, deallocation, and ingesting, these 
mechanisms may be easily structured, armed, employed, and 
deconstructed [5].

While Cloud Computing offers tremendous benefits 
to people and enterprises, likely scalability, adaptability, 
evaluated services, and multi-tenancy, through automated 
processes, virtual presence, and accessibility of services, 
equipment, and apps, there have appeared recently a count of 
serious risks, including information security, data security 
for preserving the confidentiality and anonymity of personal 
data, acquiring and maintaining data, and application secu-
rity. Larger businesses are unsure if their bulk data will be 
safe while being transmitted over the internet [6, 7].

Security and risk assessment would include an examina-
tion of the impact of different risks and assaults on many 
components of cloud computing, such as cloud computing 
adaptability, personal data confidentiality and privacy, and 
data access and updating [1, 8]. As a result, establishing 
the most effective solution guidelines for increasing cloud 
security and privacy has become vital for all cloud-based 
organizational activities [9, 10]. As a result, reviewing cloud 
networks to identify the unique security risks and vulner-
abilities is critical and necessary [2, 11].

In another way, Cloud Computing is widely used, an 
evaluation of vulnerabilities and assaults also done, as well 
as the identification of applicable solution directions to 
increase security and privacy in the Cloud environment, is 
a must [12]. Because Cloud Computing is a novel technique, 
solutions to threats and vulnerabilities lag behind simply 
executable assaults, such as Cross-Site Scripting (XSS), 
man-in-the-middle, Malware, DDoS, DoS, SQL injection, 
and authentication attacks, among others. To do this, it is 
necessary to develop time-bound responses to threats and 
manipulation of cloud risks. This research gap inspired the 
suggested research project. This article uses deep learning 
and optimization-based approach for the classification of 
diverse kinds of attacks [13].

Deep learning (DL) is a new field of computer intelli-
gence that offers new ideas, methodologies, and tools for 
large-scale data processing. It provides assistance to mod-
ern organizations that are confronted with the difficult 
task of deciding how to make decisions from massively 
increased data to study their markets, clients, distributors, 
processes, clinical issue identification, and internal opera-
tions, among other things. Artificial neural networks (ANN) 
that are modeled after the structure of neurons in the human 
brain, which are used in Deep Learning (DL). Although its 
meaning has varied over time, the term "deep" is used to 
characterize the presence of several layers in an artificial 
neural network (ANN). While 10 layers were considered 

acceptable 5 years ago, currently it is more typical to con-
sider a network to be deep when it contains hundreds of 
levels [14].

DL is a paradigm change in the very small set of innova-
tive approaches that have been successfully applied to mul-
tiple varied fields (image, text, video, audio, and vision), 
greatly enhancing prior state-of-the-art outcomes produced 
over decades of years. The greater availability of train-
ing data and the relatively inexpensive cost of GPUs for 
extremely efficient numerical computation are additional 
factors in DL’s success. Deep learning algorithms are used 
by Google, Microsoft, Amazon, Apple, Facebook, and many 
more companies on a daily basis to analyze vast volumes 
of data. This type of competence, on the other hand, is no 
longer restricted to pure academic research and huge cor-
porations [15].

The remainder of the article is organized as follows: the 
review of literature is given in Sect. 2, the proposed feature 
selection with classification is given in Sect. 3, the outcome 
of the proposed attack detection model is discussed with 
graphical illustration in Sect. 4, and the article is concluded 
in Sect. 5.

Literature Review

In the literature, several rule induction and decision 
tree  techniques have been proposed. The Naive Bayes 
method [16] is a probabilistic classifier, which implies a 
variable's influence on a particular class is independent of 
the value of another variable. Class conditional independent 
is the term for this condition. One of the most well-known 
and often used categorization methods is the decision tree. 
The C4.5 algorithm [17] is the most widely used tree clas-
sifier. The ID3 (Iterative Dichotomiser 3) algorithm is used 
to determine a compact decision tree. C4.5's decision tree 
may be used to classify data, and it's generally referred to 
as a statistical classifier. The C4.5 method [18], is a land-
mark of decision tree program that is perhaps the machine 
learning algorithm that is most commonly used in prac-
tice [19]. The distance among the cluster data point and the 
centroid determines how data points are assigned to clusters 
in K-Mean Clustering [20].

The k-NN (k-Nearest Neighbors) method [21] is a simi-
larity-based learning method that has been shown to be very 
successful in a variety of problem areas, including classifi-
cation. SVM (Support Vector Machines) [22] is the most 
used approach for machine learning problems in regression 
and classification. Not only can SVM be used to solve clas-
sification difficulties, but it can also be used to solve predic-
tion issues. FCM Clustering (Fuzzy C-Means Clustering) 
[23] is a clustering approach that permits a single piece of 
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datum to belong to many clusters. In pattern classification, 
this strategy is commonly employed. The Neural Networks 
(NNs) [24] are mathematical models of the human brain's 
operation. Recognition system, image compressing, stock 
market analysis, medicine, digital nose, defense, and credit 
applications are only a few types of NN applications men-
tioned in the literature [25].

Anomaly detection typically employs machine learning 
techniques [26]. They have gotten a lot of attention from 
intrusion detection experts as a way to solve the flaws in 
knowledge base protection systems. C4.5 is more stable 
than k-NN, according to an experiment conducted by [27]. 
Another study using three intrusion prevention models based 
on Multi-Layer Perceptron (MLP), C4.5, and SVM classi-
fiers [28] found that C4.5 is the best technique in terms of 
detection accuracy and training time, with a rate of 95% 
(99.05 percent). As a result, in our suggested model, we 
use the C4.5 algorithm to detect DDoS assaults. The deep 
learning method is also used to classify various attacks with 
high accuracy [29].

The existing machine learning approaches necessitate 
vast data for the purpose of training and susceptible to error 
rate. The interpretation of outcome is tedious and the pro-
cess of handling vast data with diverse nature is complicated. 
Occurrence of redundant features can degrade the perfor-
mance of classification and the unwanted features utilizes 
the resources. By considering these drawbacks, an effective 
approach is framed with optimization and deep learning 
technique. The significant features are retrieved using black 
widow optimization (BWO) technique and the classification 
is attained using recurrent neural network (RNN).

Proposed Methodology

This section discusses about the proposed methodology 
and the entire process of classification is detailed. Initially, 
feature selection is done using black widow optimization 
(BWO) technique and the prominent features are passed to 
the classification phase.

Feature Selection

Spiders are a class of arthropods that include a broad range 
of other creatures and come in a variety of sizes and shapes. 
Black widow spiders may be spotted in plains, slopes, and 
farmland, as well as behind rocks, dried wheat and vegeta-
tion stems. The toxicity of a black widow's spider is sig-
nificantly more lethal than that of a viper, according to 
assessments. Female black widow spiders live individually, 
but when they mate, they may approach and mate with one 
another. After mating, the female spider eats the male spider 
that is smaller than the female or widow spider.

This spider’s matting behavior might be owing to the fact 
that the female species feels hungry after giving birth, or it 
could be that by eating the male kind, the father’s genetic 
information is passed on to the young. The black widow 
optimization technique was created by modeling the behav-
ior of this species of spider in terms of reproduction and 
devouring. Production, species eating (cannibalism), and 
mutation are all essential processes in this algorithm.

Figure 1 shows a flowchart of the basic steps in BWO. 
In the first phase of the BWO process, an initial random set 
is generated, and every member is evaluated utilizing the 
objective function that is determined by their fitness value. 
A counter maintains a track of iterations involved in black 
widow optimization technique and one unit is introduced to 

Fig. 1   Flowchart of proposed 
approach Start 

Generation of initial 
population 

Evaluate fitness 
function 

Stop End 

Randomly select 
parent 

Procreate 

Cannibalism 

Mutation 

Update population 
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the counter every time. The population is then exposed to 
three rounds of production, cannibalism, and mutation, fol-
lowing which the BWO technique updates the position of 
every solution. In the last iteration, the most optimal choice 
is picked as the issue’s best solution.

According to Eq.  (1), every solution of the issue is 
regarded a black spider in the BWO process and has the 
subsequent Nvar and nPop is at the earliest stage of devel-
opment. In the global optimization space, these solutions 
first produce a random value by

Numerous eggs are generated at every stage of the algo-
rithm, and only a very few them survive, which are more 
worthy, while the others are discarded. Assume there are 
two parents, p1 and p2, who have coition and produce two 
new answers, a1 and a2, which are generated using Eq. (2) 
and (3), respectively

(1)widow = (w1,w2,w3,…… ,wNvar
)

(2)a1 = �.p1 + (1 − �).p2

(3)a2 = �.p2 + (1 − �).p1

The cannibalism step is conducted in three variants in 
this method. The mother solution that is more suitable, 
first eliminates the male species, and then the species is 
consumed among some of the children, and the weaker 
solutions are removed. Solutions that are more deserv-
ing of the parent will induce the parent to consume and 
eliminate it in the following phase of cannibalism. When 
it comes to mutations, it is thought that certain spiders 
have modified some of their parents' characteristics, which 
is why mutations is employed. The process is illustrated 
in Fig. 2.

Classification

The feature W is taken as input for Deep RNN classifier for 
identifying frauds. The Deep RNN scheme is the sequential 
network architecture, which comprised hidden recurrent lay-
ers in system hierarchy. On the other side, it is more effectual 
and proficient to indicate some function than other classi-
fiers. Here, recurrent association is available among hidden 
layers. The Deep RNN performs the detection process effi-
ciently based on the series of data. The result of preceding 
state is considered as input to next state along with hidden 
information. After that, the recurrent feature computes the 

X1 X2 ….. XNvar Random numbers are 2 and n X1 ….. Xn ….. XNvar

Fig. 2   Mutation process in BWO technique

Fig. 3   Architecture of Deep 
RNN
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classifier so as to produce the optimal result. Figure 3 illus-
trates the architecture of proposed Deep RNN.

T h e  D e e p  R N N  s t r u c t u r e  i s  d e s i g n e d 
through input vector of uth layer at vth period as, 
C(u,v) = {C

(u,v)

1
,C

(u,v)

2
,……C(u,v)

y
,C(u,v)

w
} and output vector 

is illustrated as X(u,v) = {X
(u,v)

1
,X

(u,v)

2
,……X(u,v)

y
,X(u,v)

w
} . 

The couple of each component in output and input vectors 
is denoted as unit. Here, y indicates arbitrary element inte-
ger of uth layer also w signified entire number of units in 
uth layer. Here, except from input and output parameters, 
random component integer of (u-1)th layer is termed as d 
an entire quantity of (u-1)th layer is denoted as V. Further-
more, the input spread weight from (u-1)th layer to uth layer 
is indicated as �u�χw×V and recurrent weight of uth layer is 
described as Uu�χw×w . The set of weights is signified as χ 
and elements of input layer are technically represented as 
below Eq. (4).

where, y′ designates arbitrary element of uth layer also �u
yc

 
and �u

yy
′ demonstrate components of μu and Uu. The factors 

of output vector in uth layer are characterized as (Eq. (5)):

where, �u signifies activation function. Moreover, activa-
tion function, named as Rectified Linear Unit function 
(ReLU) as, η(C) = max(C,ε), sigmoid function as, 
η(C) = tanh(C) as well as, logistic sigmoid function, 
η(C) =

1

(1+e−c)
 are normally used activation function. Let us 

consider, εth weight as �u
y�

 and εth unit asX(u−i,v)
�

 , to compose 
detection procedure simpler, and thus, bias is illustrated as 
follows (Eq. (6)):

where, output of classifier is specified by X(u,v).

(4)C(u,v)
y

=

V
∑

c=1

�u
yc
X(u−1,v)
c

+

w
∑

y
�

�u
yy

�X
(u,v−1)

y
�

(5)X(u,v)
y

= �u(C(u,v)
y

)

(6)X(u,v) = �u
[

�uX(u−1,v) + Uu
.X(u,v−1)

]

Results and Discussion

This section discusses the dataset description and the per-
formance proposed approach whereby comparison is accom-
plished to identify the effective approach.

Table 1   Dataset Description

Dataset Name Features Types of Attacks Attacks utilized for 
testing

KDDcup 1999 41 22 17
NSL-KDD 41 24 38
UNSW-NB15 49 9 family of attack 9 family of attack

Fig. 4   Comparison of Accuracy

Fig. 5   Comparison of Accuracy for Different Dataset



	 SN Computer Science (2022) 3:451451  Page 6 of 9

SN Computer Science

Dataset description

To validate the accuracy of the deep learning-based cyber-
attack forecasting system over cloud, the research utilizes 
three empirical publicly accessible datasets. The description 
of the dataset is given in Table 1.

Investigation of classification performance

Accuracy

The closeness of the determine truths from the categorized 
examples is defined by accuracy (Figs. 4, 5, 6, 7, 8, 9). The 
presentation of statistical bias and systematic flaws is known 
as correctness. It is also the identification (both TP and TN 

values) among the count of the assessed classes, as well 
as the proximity of an approximation to the genuine value. 
When the least accuracy occurs, the resultant and real result-
ant values differ. It is the proportion of correctly detected 
instances to the total number of occurrences examined. 
Table 2, 3, 4, 5, 6 represents the occuracy and results which 
is correctly detected instances to the total number of occur-
rences examined. It is calculated as follows:           

Recall

The recall is the fraction of related instances among the actu-
ally reclaimed instances. The recall is an estimation measure 
of successful prediction rate and the count of related results is 
returned as recall. It is measured based on the detection of TP 
and False Negative (FN) rates. It is calculated as:

Precision

The closeness of the measurement and the importance among 
the values discovered are shown by the positive analytical 
value or precision. Random mistakes are expressed as preci-
sion, which is calculated using statistical factors. Precision and 
accuracy are phrases that are interchangeable. It is calculated 
as:

Accuracy =
TP + TN

TP + TN + FP + FN

Recall =
TP + TN

TP + FN

Fig. 6   Comparison of Recall

Fig. 7   Comparison of Precision

Fig. 8   Comparison of F-Measure
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Fig. 9   Comparison of Attack 
Detection Time

Table 2   Comparison of Accuracy

Iteration K-Means SVM DLA BW-RNN

50 80 92 94 96
100 81.38 92.54 94.87 96.8
150 84 94.87 96 97
200 86.19 96.74 97.11 98.9

Table 3   Comparison of Accuracy for Different Dataset

Iteration K-Means SVM DLA BW-RNN

NSL-KDD 82.78 88.32 90.99 96.43
UNSW-NB15 87.05 93.38 95.84 98.13
KDDcup 1999 86.19 96.74 97.11 98.9

Table 4   Comparison of Recall

Iteration K-Means SVM DLA BW-RNN

50 81 89 90 94
100 83 91 91 95
150 83.5 93 92 95.5
200 85 94 93 97

Table 5   Comparison of Precision

Iteration K-Means SVM DLA BW-RNN

50 83 87 89 91
100 83.5 87.5 93 92
150 86 92 93.5 95
200 87 93 94 96

Table 6   Comparison of F-Measure

Iteration K-Means SVM DLA BW-RNN

50 82 86 91 94
100 83.5 86.5 91 95
150 83.5 87 93 97
200 85 88 95 98

Table 7   Comparison of Attack Detection Time

Iteration K-Means SVM DLA BW-RNN

50 109 102 91 81
100 142 113 95 84
150 156 119 99 88
200 161 124 109 91
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F‑Measure

F-measure or F-score is stated as an accuracy of test in the 
problem of classification. To compute F-measure, precision 
and recall value are taken, whereas precision is the count of 
the true positive values (positive values or correctly classi-
fied values) and the recall is the fraction of related instances 
among the actually reclaimed instances (sensitivity or classi-
fied instances). Otherwise, it is stated as a harmonic mean of 
the precision value and recall value. F-measure is chiefly used 
in the multiclass classification problems and it stabilizes both 
the precision and recall value. It is computed as:

Detection Time

The time taken to forecast the occurrence of attack over 
cloud is determined as attack detection time. The attack 
detection time for different approaches is given in Table 7 
and the proposed approach attains minimal attack detec-
tion time.

Conclusion

The quantity of data in the cloud is massive, and some of 
it is sensitive or personal, that is vulnerable to a hack or 
attack. To protect the data from hackers and eavesdroppers, 
a strong security solution is required. Anomalies and insider 
attacks in cloud computing will disable service providers, 
causing the entire system to collapse. Traditional network 
defensive mechanisms struggle to deal with insider attacks 
and penetration. In this paper, an anomaly detection strategy 
is developed to assess the frequency of attack. The suggested 
approach employs the black widow algorithm for feature 
selection, with recurrent neural networks used for classifica-
tion (RNN). The redundant features are eliminated and the 
promising features are passed to the classification system. 
The normal and attack scenario over the cloud is classified 
by the RNN, which yields accuracy of 98.9% and outper-
forms other existing approaches.
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