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Abstract

Natural language inference models are essential resources for many natural language understanding applications. These
models are possibly built by training or fine-tuning using deep neural network architectures for state-of-the-art results. That
means high-quality annotated datasets are essential for building state-of-the-art models. Therefore, we propose a method to
build a Vietnamese dataset for training Vietnamese inference models which work on native Vietnamese texts. Our approach
aims at two issues: removing cue marks and ensuring the writing style of Vietnamese texts. If a dataset contains cue marks,
the trained models will identify the relationship between a premise and a hypothesis without semantic computation. For evalu-
ation, we fine-tuned a BERT model, viNLI, on our dataset and compared it to a BERT model, viXNLI, which was fine-tuned
on XNLI dataset. The viNLI model has an accuracy of 94.79%, while the viXNLI model has an accuracy of 64.04% when
testing on our Vietnamese test set. In addition, we also conducted an answer selection experiment with these two models in
which the P@1 of viNLI and of viXNLI are 0.4949 and 0.4044, respectively. That means our method can be used to build
a high-quality Vietnamese natural language inference dataset.

Keywords Natural language inference - Textual entailment - NLI dataset - Transfer learning

Introduction possibly applied in question answering [1-3] and summari-

zation systems [4, 5]. NLI was early introduced as RTE [6]

Natural language inference (NLI) research aims at identify-
ing whether a text p, called the premise, implies a text A,
called the hypothesis, in natural language. NLI is an impor-
tant problem in natural language understanding (NLU). It is
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(Recognizing Textual Entailment). The early RTE researches
were divided into two approaches [6], similarity-based and
proof-based. In a similarity-based approach, the premise
and the hypothesis are parsed into representation structures,
such as syntactic dependency parses, and then the similarity
is computed on these representations. In general, the high
similarity of the premise-hypothesis pair means there is an
entailment relation. However, there are many cases where
the similarity of the premise-hypothesis pair is high, but
there is no entailment relation. The similarity is possibly
defined as a handcraft heuristic function or an edit-distance
based measure. In a proof-based approach, the premise
and the hypothesis are translated into formal logic then the
entailment relation is identified by a proving process. This
approach has an obstacle of translating a sentence into for-
mal logic which is a complex problem.

Recently, the NLI problem has been studied on a classi-
fication-based approach; thus, deep neural networks effec-
tively solve this problem. The release of BERT architecture
[7] showed many impressive results in improving NLP tasks’
benchmarks, including NLI. Using BERT architecture will
save many efforts in creating lexicon semantic resources,
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parsing sentences into appropriate representation, and defin-
ing similarity measures or proving schemes. The only prob-
lem when using BERT architecture is the high-quality train-
ing dataset for NLI. Therefore, many RTE or NLI datasets
have been released for years. In 2014, SICK [8] was released
with 10 k English sentence pairs for RTE evaluation. SNLI
[9] has a similar SICK format with 570 k pairs of text span
in English. In SNLI dataset, the premises and the hypoth-
eses may be sentences or groups of sentences. The training
and testing results of many models on SNLI dataset was
higher than on SICK dataset. Similarly, MultiNLI [10] with
433 k English sentence pairs was created by annotating on
multi-genre documents to increase the dataset’s difficulty.
For cross-lingual NLI evaluation, XNLI [11] was created
by annotating different English documents from SNLI and
MultiNLI.

For building the Vietnamese NLI dataset, we may use
a machine translator to translate the above datasets into
Vietnamese. Some Vietnamese NLI (RTE) models was
created by training or fine-tuning on Vietnamese translated
versions of English NLI dataset for experiments. The Viet-
namese translated version of RTE-3 was used to evaluate
similarity-based RTE in Vietnamese [12]. When evaluating
PhoBERT in NLI task [13], the Vietnamese translated ver-
sion of MultiNLI was used for fine-tuning. Although we can
use a machine translator to automatically build Vietnamese
NLI dataset, we should build our Vietnamese NLI datasets
for two reasons. The first reason is that some existing NLI
datasets contain cue marks which was used for entailment
relation identification without considering the premises [14].
The second reason is that the translated texts may not ensure
the Vietnamese writing style or may return weird sentences.

In this paper, which is the extended version of our paper
[15], we propose our method of building a Vietnamese NLI
dataset that is annotated from Vietnamese news to ensure
writing style and contains more “contradiction” samples
for removing cue marks. When proposing our method, we
would like to reduce the annotation cost by using entailment
sentence pairs existing on news webpages. Our contribu-
tions are:

(1) To propose Vietnamese NLI dataset creation guidelines
based on simple logic rules to ensure that there are
no cue marks to determine the relation of a premise-
hypothesis pair without semantic computation.

(2) To propose a method to create Vietnamese NLI samples
with lower annotation cost by utilizing the title and the
introductory sentence of every news from many news
websites. In this method, the introductory sentence and
the news title are the premise and the hypothesis of a
sample, respectively. An annotator is required to check
if a premise-hypothesis pair is an entailment sample
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and provide the contrary sentences from given sen-
tences using our simple guidelines.

Our paper has six sections. The previous section intro-
duces the demand for building the Vietnamese NLI dataset
for building Vietnamese NLI models. The following section
reviews related works on creating NLI datasets. “The Con-
structing Method” presents our proposed method of building
the Vietnamese NLI dataset. In “Building Vietnamese NLI
Dataset”, we present the process of building the Vietnamese
NLI dataset and some experiments and the subsequent sec-
tion presents some experiments on our dataset in Vietnam-
ese NLI. Then, some conclusions and our future works are
presented in the next section.

Related Works

The early NLI datasets were created for RTE shared tasks.
These datasets was manually annotated thus they are good
but not large datasets. In 2014, the SICK dataset [8] was
released in SemEval 2014. This dataset was created with
a three-step process, including sentence normalization,
sentence expansion and sentence pair generation. In this
process, the sentence expansion step was to automatically
create entailment and contradiction sentences by applying
syntactic and lexical transformations. In 2015, The SNLI
dataset [9] was released to address small datasets' prob-
lems and ungrammatical generated sentences. The SNLI
dataset was totally annotated by about 2.500 workers [9].
In SNLI creating process, a group of workers had to pro-
vide the entailment, contradiction and neutral sentences for
every given sentence to ensure the quality of the samples.
After that, every five workers had to specify if the relation
of a premise-hypothesis pair is entailment, contradiction or
neutral. Finally, the relation of each sample was identified as
the highest voted relation of the sample. In 2017, MultiNLI
dataset was released [10] to provide multi-genre NLI dataset.
The MultiNLI dataset was created using the same process
of SNLI; howeyver, its data were collected from both written
and spoken speech in ten genres.

The Constructing Method

According to the information about SICK, SNLI and
MultiNLI datasets, the processes of creation of those data-
sets required these three steps:

(1) The first step was sentence selection. The conformed
sentences are selected as the premises in NLI examples.
(2) The second step was sentence generation. In this step,
the contradiction, entailment and neutral sentences of
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a given sentence were generated manually or automati-
cally. This step affected the quality of the dataset.

(3) The third step was sample generation. This step had
two options to generate samples. In the first option, the
workers provided their judgement about given premise-
hypothesis pairs for voting the final relations of those
pairs. The premise-hypothesis pairs were generated
from selected sentences and their entailment, contra-
diction sentences in the second option.

Our approach to building the Vietnamese NLI dataset is
generating samples from existing entailment pairs. These
entailment pairs will be crawled from Vietnamese news web-
sites to reduce entailment annotation costs and ensure writ-
ing style and multi-genre. We have to annotate contradiction
sentences to create our dataset only manually.

NLI Sample Generation

The first requirement of our NLI dataset is that it does not
contain cue marks. If a dataset contains these marks, the
model trained on this dataset will identify “contradiction”
and “entailment” relations without considering the premises
or hypotheses [14]. Therefore, we will generate samples in
which the premise and the hypothesis have many common
words while their relation varies. We used some logical
implication rules for this generation task. For example, given
A and B are propositions, we will have the relations of eight
premise-hypothesis types, as shown in Table 1.

We used premise-hypothesis types 1 to 4 for removing
the cues marks. When training a model, the model will learn
from samples of types 1 to 4 the ability to recognize the
same sentences and contradiction sentences. We also used
types 5 and 6 for training the ability to identify the summa-
rization and paraphrase cases. Type 6 is added in the attempt
to remove special marks, which can occur when creating
type 5 samples. We also added types 7 and 8 for recognizing

Table 1 The relations of premise-hypothesis types used for building
supplement dataset

Type Condition P H Relation

1 A A Entailment

2 -A -A Entailment

3 A -A Contradiction

4 -A A Contradiction

5 A=B A B Entailment

6 A=B -B -A Entailment

7 A=B A -B Contradic-
tion*

8 A=B -A B Contradic-
tion*

the contradiction in paraphrase and summarization cases in
which proposition B is the paraphrase or the summary of
proposition A, respectively. Types 7 and 8 are valid only if
B is the paraphrase or A's summary.

In general, the types 7 and 8 cannot be applied in cases
where proposition A implies proposition B by using pre-
suppositions. For example, assuming A is the proposition
“we are hungry”, B is the proposition “we will have lunch”
and A=>B is the valid proposition “if we are hungry then we
will have lunch” because we have two pre-suppositions that
we should eat when we are hungry and we eat when we have
lunch. We see that =B, which is the proposition “we will not
have lunch”, is not a contradiction of proposition A.

Entailment Pair Collection

Entailment pairs exist in text documents, but it is difficult to
extract them from the text documents. Therefore, after con-
sidering many news posts on Vietnamese news websites such
as VnExpress, we found that the title usually paraphrases
or summarizes the introductory sentence in a news post.
Therefore, we can divide these news posts into four types.
In type 1, the title is the paraphrase of the introductory sen-
tence in the news post. In the example shown in Fig. 1, the
title “Nhiéu tai xé dirng xe ddy ndp cong suét 10 ngay” (in
English: “many drivers was stopping to close the drain cover
in 10 days™) is a paraphrase of the introductory sentence
“Nhiéu tai xé dirng 016 giita ngd tw dé ddy lai miéng cong
hé do chiée ndp cong vénh va cdu chuyén dién ra suot 10
ngay o Volgograd” (in English: “Many drivers was stopping
the cars at the crossroad to close the slightly opened drain
cover because the drain cover was bent”).

In type 2, the title summarizes the introductory sentence
in the news post. In the example shown in Fig. 2, the title
“Gao chita nhiéu bénh” (in English: “rice used for curing
many diseases’) is the summary of the introductory sentence

Xe Thir sau, 18/6/2021, 06:00 (GMT+7)
Nhiéu tai xé difng xe day nap céng suét 10
ngay

f NGA- Nhidu tai xé dirng 6t6 gitra nga tu dé day lai miéng céng hé do chiéc ndp cong
w Vénh, va cau chuyén dién ra suét 10 ngay & Volgograd.

Fig.1 An example of type-1 news post from vnexpress.net website

Strc khde - Dinh duéng Thir hai, 20/7/2020, 14:19 (GMT+7)

Gao chifa nhiéu bénh

Gao nép va gao t& déu c6 vi thom ngon, mém déo, vira cung cap dinh dudng, vira
chira nhiéu bénh nhu nén mra, réi loan tiéu héa, sét cao.

Fig.2 An example of type-2 news post from vnexpress.net website
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Kinh doanh Hang héa Thir ba, 11/5/2021, 16:15 (GMT+7)

Xuat khau rau qua ting manh

Bén thang dau nam nay, gia tri xuat khau rau qua dat 1,35 ty USD, tang 9,5% so voi
cung ky hdm ngoai.

Fig.3 An example of type-3 news post from vnexpress.net website

Kinh doanh  Quoc té

Vi sao gia dau lao déc chi trong 6 tuan?

Thir tw, 14/11/2018, 11:58 (GMT+7)

Chi méi cach day hon mét thang, giéi buén dau con lo ngai thiéu cung c6 thé day dau
thé 1én 100 USD mét thung.

Fig.4 An example of type-4 news post from vnexpress.net website

“Gao nép va gao té déu cé vi thom ngon, mém déo, vira
cung cdp dinh dwéng, vira chita nhiéu bénh nhw nén mira,
réi loan tiéu hoa, s6t cao” (in English: “Glutinous rice and
plain rice, which are delicious and soft when cooked, pro-
vide nutrition and are used for curing many diseases such
as vomiting, digestive disorders, high fever”).

In type 3, the title is possibly inferred from the intro-
ductory sentence in the news post. Some pre-suppositions
are perhaps used in this inference. In the example shown
in Fig. 3, the title “Xudt khau rau qua ting manh” (in Eng-
lish: “Vegetable export increases significantly”) can be
inferred from the introductory sentence “Bon thdng dau
nam nay, gid tri xudt khdu rau qua dat 1,35 ry USD, ting
9,5% so voi cung ky ndm ngodi. ” (In English: “in the first
four months this year, vegetable export reaches 1.35 billion
USD, increases 9.5% in comparison with the same period
in last year”). In this inference, we have used a pre-supposi-
tion which defines that increasing 9.5% means significantly
growing exports.

In type 4, the title is a question which cannot have an
entailment relation to the introductory sentence in the news
post. In the example shown in Fig. 4, the title, which is a
question “Vi sao gid ddu lao doc chi trong 6 tuan? ” (In
English: “why does the oil price dramatically decreases in
6 weeks only”), cannot have an entailment relation with the
introductory sentence “Chi moi cdach ddy hon mgt thdang,
gidi budn dau con lo ngai thiéu cung cé thé ddy dau thé
lén 100 USD mg¢t thung. > (In English: “just more than one
month ago, oil traders still worried that the insufficient sup-
ply could increase the oil price by 100 USD per barrel”).
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We collected only title-introductory sentence pairs of type
1 and type 2 to make entailment pair collection because the
pairs of type 3 and 4 cannot be applied 8 relation types when
generating NLI samples. The type of a sentence pair is iden-
tified manually for high quality. In every pair in our collec-
tion, its title is the hypothesis, and its introductory sentence
is the premise.

Building Vietnamese NLI Dataset

We built our NLI dataset with a three-step process. In the
first step, we extracted title-introductory pairs from Viet-
namese news websites. In the second step, we manually
selected the entailment pair and made the contradiction
sentences from titles and introductory sentences. Finally,
in the third step, we automatically generate NLI samples
from entailment pairs and their contradiction sentences by
applying eight relation types shown in Table 1. In Table 1,
the relations of type 1 and type 2 are apparent thus, we cre-
ated a different version of our dataset in which there have
no samples of type 1 and type 2 to show if these samples
are meaningful.

Contradiction Creation Guidelines

We made the contraction of a sentence manually for a high-
quality result. In our approach, the contradiction sentences
are generated in two ways. The first way is to transform
them from affirmative structure to negative structure and
vice versa. The second way is to use antonyms. We proposed
three types of making the contradiction in which type 1 and
type 2 are to use structure transformations, and type 3 is to
use antonyms. These are simple ways to make the contradic-
tion of a sentence using syntactic transformation and lexicon
semantic.

In type 1, a given sentence will be transformed from
affirmative to negative or vice versa by adding or removing
the negative adverb. If the given sentence is affirmative, we
will add a negative adverb to modifier the sentence’s main
verb. If the given sentence is negative, we will remove the
negative adverb, which is modifying the sentence’s main
verb. The negative adverbs used in our work are “khdng”,
“chwa”, and “chdng” (in English: they mean “not” or
“not...yet”). We used one of these adverbs according to the
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sentence to ensure the Vietnamese writing style. We have
four cases of making contradictions with this type.

Case 1 of type 1, making contradiction from an affirma-
tive sentence containing one verb. We will add one nega-
tive adverb to modify the verb. For example, making the
contradiction of the sentence “Pai Loan bau ldnh dao”
(in English: “Taiwan voted for a Leader”), we will add the
negative adverb “khong” (“nor”) to modify the main verb
“bau”(“voted”) for making the contradiction “Pai Loan
khéng bau lanh dao” (in English: “Taiwan did not vote for
a Leader”).

Case 2 of type 1, making contradiction from an affirma-
tive sentence containing the main verb and other verbs. We
will add one negative adverb to modify the main verb only.
For example, making the contradiction of the sentence "Bdo
MY ddnh gid Viét Nam chong Covid-19 tot nhdt thé giéi" (in
English: "US news reported that Vietnam was the World's
best nation in Covid-19 prevention"), we will only add nega-
tive adverb "khong" to modify the main verb "ddnh gid"
("reported") for making the contradiction "Bdo M§ khong
ddnh gid Viét Nam chong Covid-19 tot nhat thé giéi " (in
English: " US news did not report that Vietnam was the
World's best nation in Covid-19 prevention").

Case 3 of type 1, making contradiction from an affirma-
tive sentence containing two or more main verbs. We will
add negative adverbs to modify all main verbs. For exam-
ple, making the contradiction of the sentence "Bdo Irma
mang theo mua lém va gié manh dé b Cuba cudi tuan
truoc, bién thi do Havana nhw mot 'bé boi kh(fng 16" (in
English:"Storm Irma brought heavy rain and winds to Cuba
last week, making the Capital Havana a 'giant swimming
pool™), we will add two negative adverbs "khong" to modify
two main verbs "mang" and "bién" for making the contradic-
tion "Bdo Irma khong mang theo mua lon va gié manh dé bé
Cuba cudi tuan truée, khong bién thi do Havana nhw mét
"bé boi khong 16" (in English: " Storm Irma did not bring
heavy rain and winds to Cuba last week, not making the
Capital Havana a 'giant swimming pool™).

Case 4 of type 1, making contradiction from a negative
sentence containing negative adverbs. We will remove all
negative adverbs in the sentence. In our data, we did not see
any sentence of this case; however, we put this case in our
guidelines for further use.

In the type 2, a given sentence or phrase will be trans-
formed using the structure "khong co ..." (in English: "there
is/are no") or "khong ... nao ..." (in English: "no ..."). We
have two cases of making contradiction with this type.

Case 1 of type 2, making contradiction from an affirma-
tive sentence by using structure "khong co ...". We use this
case when the given sentence has a quantity adjective or
a cardinal number modifying the subject of the sentence
and it is non-native if we add a negative adverb to modify-
ing the main verb of the sentence. The quantity adjective
or cardinal number will be replaced by the phrase "khong
c6". For example, making the contradiction of the sentence
"120 nguwoi Viét nhiém nCoV ¢ chdu Phi sdp vé nwéde" (in
English: "120 Vietnamese nCoV-infested people in Africa
are going to return home"), we will replace "120" by "khong
co" because if we add negative adverb "khong" to modify
the main verb "v&" ("return"), the sentence "120 nguoi Viét
nhiém nCoV & chdu Phi sdp khong vé nuéc" (in English:
"120 Vietnamese nCoV-infested people in Africa are not
going to return home") sounds non-native. Therefore, the
contradiction should be "khéng cé nguoi Viét nhiém nCoV
& chdu Phi sdp vé nwéc" (in English: "no Vietnamese nCoV-
infested people in Africa is going to return home"). Case 1
of type 2 will be used when we are given a phrase instead
of a sentence. For example, making the contradiction of the
phrase "truong ddo tao quan gia cho gidi siéu giau Trung
Quéc" (in English: "the butler training school for Chinese
super-rich class"), we will add the phrase "khong co" at the
beginning of the phrase to make the contradiction "khong
6 truomg dao tao quan gia cho gidi siéu giau Trung Quoc"
(in English: "there is no butler training school for Chinese
super-rich class").

Case 2 of type 2, making contradiction from an affirma-
tive sentence by using the structure "khong ...ndo ...". We
will use this structure when we have case 1 of type 2 but
the generated result of that case is not native. For example,
making the contradiction of the sentence "gan ba triéu ngoi
nha tai Mg mat dién vi bao Irma" (in English: "nearly three
million houses in U.S. were without power because of Irma
storm"), if we replace "gdn ba triéu" (in English: "nearly
three million") by "khong co", we will have a non-native
sentence "khong co ngdi nha tai My mat dién vi bao Irma"
therefore we should use the structure "khong ... ndo ..." to
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make the contradiction "khdng ngdi nha nao tai My mdt
dién vi bdao Irma" (in English: "There are no houses in U.S.
were without power because of Irma storm").

In type 3, a contradiction sentence is generated using lexi-
con semantics. A word of the given sentence will be replaced
by its antonym. This way will make the contradiction of the
given sentence. Although we can use all cases of type 1 and
type 2 to make the contradiction, we still recommend this
type because the samples generated with this type may help
the fine-tuned models learn more about antonymy. We have
two cases of making contradiction with this type.

Case 1 of type 3, making contradiction from a sentence
by replacing the main verb of the sentence with its antonym.
For example, making the contradiction of the sentence "M
thém gan 18.000 ca nCoV mét ngay" (in English: "the num-
ber of nCoV cases in U.S. increases about 18,000 in one
day"), we can replace the main verb "thém" ("increase") by
its antonym "giam" ("decrease") to make the contradiction
"My giam gam 18.000 ca nCoV mét ngay" (in English: "the
number of nCoV cases in U.S. decreases about 18,000 in
one day").

Case 2 of type 3, making contradiction from a given sen-
tence by replacing an adverb or a phrase modifying the main
verb by the antonym or the contradiction of that adverb or
that phrase, respectively. We use this case when we need to
make the samples containing antonyms, but the main verb
does not have any antonyms because many verbs do not have
their antonym. For example, making the contradiction of
the sentence "MJ vién tro nho giot chéng Covid-19" (in
English: "the U.S. aided a little in Covid-19 prevention"),
we cannot replace the main verb "vién tro" ("aid") with its
antonym because it does not have an antonym. Therefore,
we will replace "nho giot" ("a little") by "do at" ("a lot") to
make the contradiction "M vién tro do at chéng Covid-19"
(in English: "the U.S. aided a lot in Covid-19 prevention").

Vietnamese J
news Websiﬁe i

Crawling Making Generating
news contradiction samples

Erﬁailment f)éir ~
collection

Contradiction
collection

NLI samples

Fig.5 Our three-step process of building Vietnamese NLI dataset
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In this example, "nho giot" and "do at" have the opposite
meanings; and the phrases "nho giot" and "do at" have the
adverb role in the sentence when modifying the main verb

"vién tro".

Building Steps

We built our Vietnamese NLI dataset follow the three-step
process which is a semi-automatic process shown in Fig. 5.

In the first step—crawling news, we used a crawler to
fetch unique webpages from sections of international news,
business, life, science, and education in the website vnex-
press.net. Then we extracted their titles and introductory
sentences by a website-specific pattern defined with regular
expression. The results are sentence pairs stored in an entail-
ment pair collection with unique numbers. These pairs are
not always the types 1 or 2; therefore, the entailment pairs
will be manually selected right before making contradiction
sentences.

In the second step—making contradiction, we firstly man-
ually identified if each pair of the collection was type 1 or 2
for entailment pair selection. When an entailment pair was
selected, we made the contradiction sentences for the title
and the introductory sentence using the contradiction crea-
tion guidelines. The introductory sentences are the premises
in the entailment pairs, and the titles are the hypotheses.
As a result, we have a collection of pairs of sentences —A
and —B stored in a contradiction collection in which each
sentence pair A and —B has a condition A=>B. In this step,
we have two people making contradiction sentences. These
people are society science bachelors. Because the guidelines
for making contradiction sentence are simple, there are no
disagreements in the annotation results.

In the third step—generating samples, we used a com-
puter program implemented from our Algorithm 1 for com-
bining the premises, hypotheses stored in entailment pair
collection and their contradiction sentences stored in con-
tradiction collection by their unique numbers. The combi-
nation rules follow Table 1 in generating NLI samples. The
computer program generates "neutral”" samples to combine
sentences from different premise-hypothesis pairs. In Algo-
rithm 1, the function getContradict() return the contradiction
sentence stored in contradiction collection. The three func-
tions ent(), neu(), and con() is used for creating entailment,
neutral and contradiction samples from a premise and a
hypothesis, respectively. For data balancing, we added some
duplicated entailment samples in Algorithm 1.
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Algorithm 1.

Generating NLI samples.

Input: E, a list of premise-hypothesis pairs.
Output: SD, the NLI sample list with SNLI format.
1 SD«[]

2 Pl«[] //premise list

3 HL<«[] //hypothesis list

4 cPL«[] //premise contradiction list

5 CcHL<«[] //hypothesis contradiction list

6 for i«1 to |E]|

7 prem <« E[i].premise

8 hyp <« E[i].hypothesis

9 nprem <« genContradict (prem)

10 nhyp <« genContradict (hyp)

11 if nprem = NULL and nhyp = NULL then
12 continue

13 end if

14 PL<«PL+[prem]

15 HL«HL+[hyp]

16 CcPL<CPL+ [nprem]

17 cHL<—cHL+ [nhyp]

18 end for

19 PL«PL+[PL[1]], HL<«HL+[HL[1]]

20  cPL¢«-cPL+[cPL[1]], cHL«cHLU[cHL[1]]

21  for i«2 to len(PL)

22
23
24
25
26
217
28
29
30
31
32
33
34
35
36
37
38
39

SD«-SD+[ent (PL[i],HL[i]), neu(PL[i],PL[i-11)]
SD«SD+[ent (PL[i],HL[i]), neu(HL[i],HL[i-11)]
SD«-SD+[ent (PL[i],PL[i]), ent(HL[i],HL[i])]
SD<«-SD+ [neu(HL[i],PL[i-1]), neu(PL[i],HL[i-1])]

if cPL[i]!=NULL and cHL[i]!=NULL then
SD«-SD+[ent (cHL[i],cPL[i]), neu(cHL[i],HL[i-1])]
SD<«-SD+[ent (cHL[i],cPL[i]), neu(cPL[i],PL[i-1])]
end if
if cPL[i]!=NULL then
SD<«-SD+[con (PL[1],cPL[i]), con(cPL[i],PL[i])]
SD<-SD+[con(PL[i],cPL[i]), con(cPL[i],PL[i])]
SD«-SD+[ent (cPL[i],cPL[i]), neu(PL[i-1],cPL[i])]
end if
if cHL[i]!=NULL then
SD«-SD+[con (HL[i],cHL[i]), con(cHL[i],HL[4i])]
SD«-SD+[con (HL[i],cHL[i]), con(cHL[i],HL[4i])]
SD«-SD+[ent (cHL[i],cHL[1]), neu(HL[i-1],cHL[i])]

end if

40 return SD
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Given a list of entailment samples E, Algorithm 1 firstly
select from E a list of entailment samples in which the
premise and the hypothesis of the ith sample are PL/[i] and
HL[i]. The ith sample is only selected if its premise PL[i]
or hypothesis HL[i] has the contradiction premise cPL[i]
or cHL[i], respectively. Then, entailment and contradiction
pairs are generated using the rules in Table 1. For example, a
type 1 sample is generated as ent(PL[i],PL[i]), a type 3 sam-
ple is generated as con(PL[i], cPL[i]) if the premise PL[i]
has its contradiction cPL[i], a type 5 sample is generated

as ent(PL[i], HL[i]). The neutral samples are generated by
pairing the premise, hypothesis, premise contradiction or
hypothesis contradiction of the ith sample and the premise,
hypothesis, premise contradiction or hypothesis contradic-
tion of the i—1th sample as in building SICK dataset [8].

To show the necessity of the type 1 and type 2 relation in
Table 1, we also used a different version of our Algorithm 1
to generate samples. In this version, which is presented in
Algorithm 2, the samples of type 1 and type 2 are not gener-
ated when creating the dataset.

Algorithm 2. Generating NLI samples without type 1 and type 2.

Input: E, a list of premise-hypothesis pairs.
Output: SD, the NLI sample list with SNLI format.
1 SD¢[]

2 PL«[] //premise list

3 HL<«[] //hypothesis list

4 cPL«[] //premise contradiction list

5 cHL<«[] //hypothesis contradiction list
6 for i«1 to |E|

7 prem <« E[i].premise

8 hyp < E[i] .hypothesis

9 nprem < genContradict (prem)

10 nhyp <« genContradict (hyp)

11 if nprem = NULL and nhyp = NULL then
12 continue

13 end if

14 PL<«PL+ [prem]

15 HL<«HL+ [hyp]

16 cPL¢«cPL+ [nprem]

17 cHL<—cHL+ [nhyp]

18 end for

19 PL«PL+[PL[1]],
20  cPL<«cPL+[cPL[1]],
21 for i<«2 to len(PL)

HL<«HL+[HL[1]]
cHL«-cHLUJ[cHL[1]]

22 SD«-SD+[ent (PL[i],HL[i]), neu(PL[i],PL[i-1])]

23 SD«-SD+[ent (PL[i],HL[i]), neu(HL[i],HL[i-1])]

24 if cPL[1]!=NULL and cHL[i]!=NULL then

25 SD«-SD+[ent (cHL[i],cPL[i]), neu(cHL[i],HL[1i-1])]
26 SD«-SD+[ent (cHL[1],cPL[1]), neu(cPL[i],PL[i-1])]
27 end if

28 if cPL[i]!=NULL then

29 SD«-SD+[con (PL[i],cPL[i1]), con(cPL[i],PL[i])]

30 if cHL[i]!=NULL then

31 SD«-SD+[con (HL[i],cHLI[i]),

32 return SD

SN Computer Science
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Building Results

In our updated NLI dataset, VaNewsNLI, the rates of mak-
ing contradiction sentences by applying type 1, type 2 and
type 3 are 60.16%, 19.01% and 20.83%, respectively. We
also created the VnNewsNLIy, the types 1 and 2 sample
removal version of VnNewsNLI using Algorithm 2. The
rates of entailment, neutral and contradiction samples in our
VnNewsNLI dataset are shown in Table 2. In Table 2, the
rates of NLI relation categories are approximately 33.3%.

The statistics of the VnNewsNLI dataset by syllable are
shown in Table 3. Table 3 and the distribution of the sen-
tence length (in a syllable) on entailment, neutral and con-
tradiction are shown in Table 4. We used syllables as text
length units in Tables 3 and 4 because many multi-lingual
pretrained models were trained on unsegmented Vietnamese
text datasets. According to Tables 3 and 4, the premises and
hypotheses are often short (< 14 syllables) and quite long
(=20 syllables) sentences; therefore, this dataset may pro-
vide the characteristic of short and long sentences. There is
a difference between the VnNewsNLI dataset and the SNLI
dataset in that the premises and hypotheses are almost sen-
tences in the VnNewsNLI dataset. At the same time, they
are groups of sentences in many cases in the SNLI dataset.

We also calculated the frequency distribution of words
in our both development set and test set to view the most
discussing topics of the samples briefly. The 40 highest
frequency words, common nouns and verbs, are presented
in Table 5. The frequency distribution of words shows that
the politics, military and life topics are most discussed in
VnNewsNLI samples.

Experiments

We did some experiments on our VnNewsNLI dataset and
on the Vietnamese XNLI dataset [11] and then compared
their results to determine if our dataset is useful when build-
ing a Vietnamese NLI model. XNLI dataset was manually
annotated from English texts then the annotated results were
translated into different languages using machine translators.
Therefore, Vietnamese XNLI dataset is a Vietnamese trans-
lation of XNLI dataset. We also conducted an experiment
to show the application of our dataset in answer selection.
In this experiment, we used the Vietnamese NLI model for
selecting the sentence containing the answer in machine
reading comprehension tests. We selected the sentence with
highest entailment score as the retrieval result and evaluat-
ing with the precision at top 1 (P@1) score. We used UIT-
ViQuAD 2.0 dataset [16], which was the expansion of UIT-
ViQuAD 1.0 [17], after removing no-answer samples for our
evaluation. In our experiments, we used BERT architecture
for training Vietnamese NLI models as shown in Fig. 6.

According to the BERT architecture in Fig. 6, a prem-
ise and a hypothesis of a sample will be concatenated into
an input. This input has the following order: the "[CLS]"
token, then all premise's tokens, then the "[SEP]" token,
then all hypothesis' tokens, and the "[SEP]" token at the
end. Each input token will be converted to a tuple of word
embedding, segment embedding and position embedding.
These embeddings will go through BERT architecture to
generate a context vector for each input token and a context
vector for the whole input. The context vector of the whole
input is returned at the "[CLS]" position. This vector will
be used for identifying the relation between the premise and
the hypothesis by a classifier. This classifier is a feed for-
ward neural network fully connected to the context vector
of the input. It will be trained in fine-tuning steps. We chose
BERT architecture for experiment because it can compute
the context vector with syntactic and semantic features of
the input [18-20].

Experiment Settings

We built three Vietnamese NLI models using BERT archi-
tecture as shown in Fig. 6. The first model, viXNLI, was
fine-tuned from PhoBERT pretrained-model [13] on Viet-
namese version of XNLI development set with word seg-
mentation. The second model, viNLI, was fine-tuned from
PhoBERT pretrain-model on our VnNewsNLI development
set with Vietnamese word segmentation. The third model,
viNLIg, was fine-tuned from PhoBERT pretrained-model on
our VnNewsNLI; development set with Vietnamese word
segmentation. We compared viNLI to viNLIy for showing
the effect of type 1 and type 2 samples in NLI datasets.
We used Huggingface python library[21] for implementing
the BERT architecture and fairseq python library[22] for
tokenizing Vietnamese words into sub-words. We also used
VnCoreNLP [23] for Vietnamese word segmentation before
tokenization.

We fine-tuned these models in 2—8 epochs with learning
rate of 3.107>, batch size of 16 and input maximum length
of 200 because the PhoBERT, . pretrained model has the
limit input length of 258 tokens. In addition, the lengths
of the premises and hypotheses are rarely greater than 100
syllables in our datasets. Other parameters were left with
default settings. We chose the best models from checkpoints
for testing.

Experiment Results

The results of the three models viXNLI, viNLI and viNLIy
on XNLI and VnNewsNLI test sets are shown in Table 6. We
conducted this experiment to show the necessary of a Viet-
namese native NLI training set for building Vietnamese NLI
models. The results show that our Vietnamese native NLI
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training set, VnNewsNLI, has improved the performance
of our Vietnamese NLI model on Vietnamese native test
set with the highest accuracy of 94.79% but it has not with
the accuracy of 41.47% on Vietnamese translation of XNLI
test set. Meanwhile, the Vietnamese translation of XNLI
development set shows its role when viXNLI model has the
accuracy of 68.64% but it does not when viXNLI model has
the accuracy of 64.04% on VnNewsNLI test set. The reason
of these results is that Vietnamese translation of XNLI did
not preserve the writing style of Vietnamese texts and the
premises and the hypotheses may be a group of sentences. In

addition, this experiment also shows that the type 1 and type
2 samples have their important roles in building NLI models
for recognizing the equivalent sentences through the accu-
racy of viNLI model (41.47% and 94.79%) in comparison
to ViNLI; model (37.62% and 74.54%) on the two test sets.

We evaluated the three models on a test set consisting
of type 1 and type 2 samples of VnNewsNLI test set for
more evident results. The results are shown in Table 7. The
results of the viNLI model (accuracy of 95.67%) confirm
that type 1 and type 2 samples are necessary in NLI datasets

Table 2 The statistics of NLI

. Dataset Samples Entailment Neutral Contradiction

samples in VnNewsNLI and

VnNewsNLI; dataset #n #n Rate #n Rate #n Rate
VnNewsNLI-dev 20,246 6756 33.37% 6754 33.36% 6736 33.27%
VnNewsNLI-test 11,878 3964 33.37% 3962 33.36% 3952 33.27%
VnNewsNLI-dev 10,115 3374 33.35% 3373 33.35% 3368 33.30%

Table 3 The statistics OfA Length in syllable Development set Test set

NLI samples by syllable in

VnNewsNLI dataset (ent. — #ent #neu #con #ent #neu #con

entailment, neu. — neutral, con.

— contradiction) Premises, <8 1578 1808 1684 909 1079 994
Premises, 9-14 1786 1568 1672 1036 889 958
Premises, 15-20 601 598 572 299 285 260
Premises, 20-26 2232 2223 2216 1286 1276 1266
Premises, > 26 559 557 592 432 431 470
Hypotheses, <8 1814 1807 1684 1085 990 1077
Hypotheses, 9—14 1572 1569 1672 894 960 891
Hypotheses, 15-20 545 597 572 225 260 286
Hypotheses, 20-26 2198 2223 2216 1246 1268 1276
Hypotheses, > 26 627 558 592 512 470 430

Table4 The distributiop of the Length in syllable Development set Test set

sentence length on entailment,

neutral and contradiction. (ent. ent. (%) neu. (%) con. (%) ent. (%) neu. (%) con. (%)

— entailment, neu. — neutral,

con. — contradiction) Premises, <8 234 26.8 25.0 22.9 27.2 25.2
Premises, 9-14 26.4 23.2 24.8 26.1 224 24.3
Premises, 15-20 8.9 8.9 8.5 7.5 72 6.6
Premises, 20-26 33.0 329 329 325 322 32.1
Premises, > 26 8.3 8.2 8.8 10.9 10.9 11.9
Total 100.0 100.0 100.0 100.0 100.0 100.0
Hypotheses, <8 26.9 26.8 25.0 27.4 25.1 27.2
Hypotheses, 9—-14 233 232 24.8 22.6 24.3 225
Hypotheses, 15-20 8.1 8.8 8.5 5.7 6.6 7.2
Hypotheses, 20-26 325 329 329 314 32.1 322
Hypotheses, > 26 9.3 8.3 8.8 12.9 11.9 10.9
Total 100.0 100.0 100.0 100.0 100.0 100.0

The highest values are in bold
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Table 5 The 40 highest

. Ord Word Ord Word Ord Word Ord Word
frequency words which are
common nouns and verbs in 1 Téng théng 11 An ninh 21 Chi trich 31 Thu tudng
VnNewsNLI dataset (President) (Security) (Criticize) (Prime Minister)
2 Vic xin 12 Qudc hoi 22 Tranh cir 32 Tré thanh
(Vaccine) (Congress) (Run for Election) (Become)
3 Bang 13 Piéu tra 23 Cao budc 33 Vuot
(State) (Investigate) (Allegate) (Excess)
4 Bau cir 14 Sting 24 Nham chtrc 34 Dich
(Vote) (Gun) (Take office) (Disease)
5 Biéu tinh 15 Tén cong 25 Cong bd 35 Lut
(Protest) (Attack) (Publish) (Law)
6 Ung ho 16 Nhim 26 Thanh ph 36 Ung vién
(Support) (Aim) (City) (Candidate)
7 Chéng 17 Cénh bao 27 Yéu cau 37 Ngudi dan
(Against) (Warn) (Require) (Citizen)
8 Tuyén bb 18 Bao loan 28 Y té 38 Hoat déng
(Declare) (Violence) (Medical) (Activity)
9 Kéu goi 10 Phiéu 29 Tudi 39 Mang
(Call) (Vote) (Age) (Life)
10 Canh sat 20 Tén ltra 30 Qubc gia 40 Xe
(Police) (Rocket) (Nation) (Vehicle)
to recognise the equivalent sentences that are special cases Entailment Contradiction Neutral
of entailment samples. t t t
To show the usefulness of our Vietnamese NLI dataset, FFNN
we also conducted an answer selection experiment on has- f
answer samples of UIT-viQuAD 2.0. The results of this Vers
experiment are shown in Table 8. In Table 8, the viNLI t t t t t t t t
m<.)d.e1 has the highest P@1 score qf 0.4949 indigating the Encoder layers
ability to choose the most appropriate sentence in a short
paragraph with a given sentence. This result is higher than i T T T T T T T
the results of two baselines TF-IDF with P@1 score of Eczo Eogo Esego . Esegﬁl Esegl Esegl
0.4056 and BM25 with P@1 score of 0.3833, showing that B B EC L EMT RS L B
viNLI model is applicable in Vietnamese answer selection. t t t t £
In our experiments, we fine-tuned the viXNLI model on a Embeddings l

small development set with about 2500 samples and tested it
on two larger test sets with about 5000 and 12,000 samples.
The results show that BERT pre-train models are possibly
fine-tuned on small datasets to build effective models [7].

Conclusion and Future Works

In this paper, we proposed a method of building a Vietnam-
ese NLI dataset for fine-tuning and testing Vietnamese NLI
models. This method aims at two issues. The first issue is
the trained model's cue marks for identifying the relation-
ship between a premise and a hypothesis without consid-
ering the premise. We addressed this issue by generating
samples using eight types of premise-hypothesis pairs. The
second issue is the Vietnamese writing style of samples.
We addressed this issue by generating samples from titles
and introductory sentences of Vietnamese news webpages.

RN

[CLS] Socrates is [SEP] He
€nmesnneennrennrenaennanes Maximum length N «eeeeeecmcecencnncennns >

Fig.6 The illustration of NLI BERT architecture [7]

We used title-introductory pairs of appropriate webpages to
reduce annotation costs. These samples were generated by
applying a semi-automatic process. To evaluate our method,
we built our VnNewsNLI dataset by extracting the title and
the introductory sentence of many web pages in a Vietnam-
ese news website VnExpress and applying our building pro-
cess. When creating our VnNewsNLI, we had two people
manually annotate each sentence to generate contraction
sentences.
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Table 6 The accuracy of

Model A %
VIXNLI, viNLI and viNLI odel  Accuracy (%)
models on test datasets XNLI  VnNewsNLI

VIXNLI  68.64 64.04

VINLI 4147 9479

ViNLI, 37.62 7454

The highest values are in bold

Table 7 The accuracy of

. . dvi Model Accuracy (%)
viXNLI, viNLI and viNLI; of type 1 and
models on type 1 and type 2 type 2 entail-
samples of VnNewsNLI test set ment

viXNLI 82.23
viNLI 95.67
viNLIy 0.00

The highest values are in bold

Table 8 The P@]1 scores of

. . . Model P@l

viXNLI, viNLI and viNLIy

models on answer selection VIXNLI 0.4044

with two baselines TF-IDF and .

BM25 viNLI 0.4949
viNLI 0.1733
TF-IDF 0.4056
BM25 0.3833

The highest values are in bold

We evaluated our proposed method by comparing the
results of a NLI model, viXNLI, fine-tuned on Vietnam-
ese XNLI dataset and of a NLI model, viNLI, fine-tuned
on our VnNewsNLI dataset. We used the same deep neural
network architecture BERT for building these NLI models.
The results showed that viNLI model had a higher accuracy
(94.79% vs. 64.04%) on our VnNewsNLI test set while it
had a lower accuracy (41.47% vs. 68.64%) on the Vietnam-
ese XNLI test set when compared to viXNLI. To show the
usefulness of our NLI dataset, we also conducted an answer
selection experiment using viXNLI model, viNLI model and
two baselines TF-IDF and BM25. The accuracy of 94.79%
and the highest P@1 score of 0.4949 of viNLI model in
the two experiments promised to build a high-quality Viet-
namese NLI dataset from Vietnamese documents to ensure
writing style.

Currently, our VnNewsNLI dataset contains a pretty
small number of samples, with about 32,000 samples. In
future, we will apply our proposed process for building a
large and high-quality multi-genre Vietnamese NLI dataset.
We will also train a Vietnamese NLI model to help develop
our dataset by automatically suggesting the relation of a
premise-hypothesis pair. This model might reduce our effort
in building our dataset.
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