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Abstract
The synthesis of a pattern recognition system usually aims at the optimization of a given performance index. However, in 
many real-world scenarios, there exist other desired facets to take into account. In this regard, multi-objective optimiza-
tion acts as the main tool for the optimization of different (and possibly conflicting) objective functions in order to seek 
for potential trade-offs among them. In this paper, we propose a three-objective optimization problem for the synthesis of 
a granular computing-based pattern recognition system in the graph domain. The core pattern recognition engine searches 
for suitable information granules (i.e., recurrent and/or meaningful subgraphs from the training data) on the top of which 
the graph embedding procedure towards the Euclidean space is performed. In the latter, any classification system can be 
employed. The optimization problem aims at jointly optimizing the performance of the classifier, the number of informa-
tion granules and the structural complexity of the classification model. Furthermore, we address the problem of selecting 
a suitable number of solutions from the resulting Pareto Fronts in order to compose an ensemble of classifiers to be tested 
on previously unseen data. To perform such selection, we employed a multi-criteria decision making routine by analyz-
ing different case studies that differ on how much each objective function weights in the ranking process. Results on five 
open-access datasets of fully labeled graphs show that exploiting the ensemble is effective (especially when the structural 
complexity of the model plays a minor role in the decision making process) if compared against the baseline solution that 
solely aims at maximizing the performances.

Keywords  Structural pattern recognition · Supervised learning · Embedding spaces · Granular computing · Graph edit 
distances · Graph embedding · Multi-objective optimization · Multi-criteria decision making

Introduction

Multi-objective optimization (MOO) is an area of mathe-
matical optimization that regards problems with more than 
one objective function, to be optimized simultaneously [52]. 
Under a decision making viewpoint, MOO is particularly 
suited where optimal decisions must be taken by considering 
trade-offs among conflicting objective functions. Notable 
fields in which such scenario is common include engineering 
[5, 45, 86], economics and finance [13, 14, 44, 79], politics 
[32] and mechanics [19, 76]. The caveat with MOO is that 
(for non-trivial problems, at least) there is no single solution 
that simultaneously optimizes each objective function, due 
to their conflicting nature. As instead, the set of (usually 
finite) non-dominated solutions, namely solutions for which 
it is impossible to improve one of the objective functions 
without degrading some of the other objective function val-
ues, populate the so-called Pareto Front (or Frontier). The 
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latter can be conveniently represented as an M-dimensional 
plot (with M being the number of objective functions), where 
each point corresponds to a Pareto optimal solution and each 
axis corresponds to a given objective function.

With the pervasive explosion of machine learning tech-
niques in the last two decades, MOO has also been applied 
for the synthesis and tuning of pattern recognition systems. 
In principle, a fruitful synthesis of pattern recognition sys-
tems aims at looking for models and/or hyperparameters of 
the models that better generalize on previously unseen vali-
dation and/or test data. In turn, this suggests that a single-
objective optimization would suffice as one can simply find 
the models and/or hyperparameters of the models that maxi-
mize a given performance index (e.g., accuracy for classifi-
cation problems, coefficient of determination for regression 
problems or Silhouette score for clustering problems) on 
some validation data. However, depending on the pattern 
recognition problem under analysis, a thoughtful modeling 
must also take into account other factors, notably the type 
and number of features that describe the data at hand and, 
eventually, the structural complexity of the model. In fact, 
it is well known that a large number of features might lead 
to undesired phenomena such as the curse of dimensionality 
[82], longer training times and, for some problems, deterio-
rated model interpretability [50]. On the other hand, a model 
which is utterly complex for fitting the data at hand (e.g., a 
Support Vector Machine with too many support vectors, an 
Artificial Neural Networks with too many hidden layers and 
neurons, a Neuro-Fuzzy Min-Max classifier with too many 
hyperboxes) might also lead to undesired phenomena such 
as overfitting [84, 85] and also longer training times.

In the late 90s, pioneer Lotfi Aliasker Zadeh in his 
groundbreaking paper [90] proposed the concept of infor-
mation granules as hierarchical and (likely) fuzzy math-
ematical objects in order to study and analyze a set of data. 
Information granulation is inspired by the ways in which 
humans granulate information and reason with it. The theory 
of fuzzy information granulation proposed by Zadeh did set 
the formal and mathematical bases for Granular Computing 
(GrC) [9, 60, 62]. GrC can be described as an information 
processing paradigm that revolves around the processing of 
complex information entities (information granules) that 
emerge (more or less automatically) from the data in order 
to analyze the data itself under different levels of abstraction. 
In general, the soundness of information granules as finite 
collection of data is determined by concepts such as func-
tional proximity, similarity, indistinguishability and coher-
ency [61, 90]. The GrC paradigm served as the core engine 
for the synthesis of several pattern recognition systems, also 
tailored for dealing with structured domains such as graphs 
[6–8, 11, 23, 46, 48, 50], images [10, 68], sequences [43, 
70, 71] and simplicial complexes [47]. The vast majority of 
the aforementioned GrC-based pattern recognition systems 

exploit a granulation procedure that let emerge in a data 
driven fashion a set of suitable information granules. Such 
information granules are the pivotal entities for performing 
the embedding procedure that allows to move the pattern 
recognition problem from the structured domain towards 
the Euclidean space, in which any classification, clustering 
or function approximation model can be employed without 
alterations.

In this paper, we address the problem of synthesizing a 
GrC-based pattern recognition system in the graph domain 
by exploiting a MOO stage in order to simultaneously mini-
mize the miclassification error, the number of features (i.e., 
information granules) and the structural complexity of the 
classification model validated in the embedding space. The 
pattern recognition system at the core of this paper, GRALG, 
has been originally proposed in [11] and later improved in 
[7]. However, the search for a suitable set of information 
granules in GRALG that leads to the ‘best’ embedding space 
(i.e., in which classification is more promising) has always 
been addressed via single-objective evolutionary optimiza-
tion (i.e., maximization of the accuracy of the classifier in 
the embedding space).

The remainder of this paper is structured as follows: in 
the second section, we briefly review common approaches 
for the synthesis of pattern recognition systems via MOO 
and discuss in detail the contribution of this paper; in the 
third section, we describe the proposed pattern recognition 
system (GRALG), along with the novel MOO stage. In the 
fourth section, we show the computational results and the 
fifth section concludes the paper. This paper also features an 
Appendix A in which we show the Pareto Fronts for all case 
studies in the fourth section.

Current Works on Multi‑objective 
Optimization for Pattern Recognition 
and Paper Contribution

Optimization stages based on (possibly evolutive) MOO 
have been widely proposed in the machine learning litera-
ture. To the best of our knowledge, current works usually 
aim at jointly optimizing (regardless of the number of objec-
tive functions) either performances-vs-feature selection or 
performances-vs-structural complexity of the model, with 
the only exception being our previous work [50] which, as 
in this work, aims at jointly optimizing performances-vs-
number of selected features-vs-structural complexity of the 
model. Here below, we give some examples of current works 
in MOO for the synthesis of pattern recognition systems, 
referring the interested reader to reviews such as [3, 34, 38, 
65] for a more exhaustive overview on the subject matter.

In [75], the authors employ the NSGA-II algorithm 
[20] for training a MultiLayer Perceptron while jointly 
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minimizing the error rate and the regularization penalty 
in order to encourage sparse connections among neurons. 
Conversely, in [1], the authors test three different 2-com-
binations of four objective functions (error rate, size of the 
hidden layer, number of connections, number of features) for 
analyzing the well-known Breast Cancer Dataset from the 
UCI Machine Learning Repository [26]. Further, in [31], the 
authors search for the topology of a neural network in order 
to jointly minimize the false positive rate and maximize the 
true positive rate.

In [16], the authors study whether it is possible to limit 
the computational complexity of a Nearest Neighbor clas-
sifier1 [18] by means of MOO in order to simultaneously 
optimize subset of features and subsets of training data (both 
to be minimized) and accuracy of the Nearest Neighbor clas-
sifier (to be maximized).

In [81], Support Vector Machines (SVMs) [17] play the 
role of main actors and the authors aim at minimizing the 
false positive rate, false negative rate and the number of 
support vectors. The authors also face the problem of select-
ing features during optimization, yet the ratio of selected 
features does not take part in any of the objective functions. 
Conversely, in [15], the authors jointly minimize false 
acceptance and false rejection rates for SVM classifiers, 
without considering feature selection and/or complexity of 
the trained model.

In [58], the authors propose a multi-objective genetic 
algorithm [30] for a two-step feature selection and building 
an ensemble of classifiers. A first optimization process trains 
candidate classifiers for the ensemble while performing fea-
ture selection with the aim of maximizing the performance 
while minimizing the number of features. The second opti-
mization process, as instead, selects the candidate classifiers 
for building the ensemble with the aim of maximizing the 
accuracy of the ensemble and the diversity of the classifiers 
composing the ensemble itself. A similar approach has been 
employed in [66], where the first optimization process trains 
candidate classifiers while performing feature selection in 
order to optimize several performance indices (accuracy, 
true positive rate, true negative rate, F-score) along with 
the classifier complexity. The second optimization process is 
in charge of selecting suitable subset of classifiers in such a 
way that the four aforementioned performance indices, along 
with the global complexity of the ensemble, are optimized 
simultaneously. The problem of ensemble learning via MOO 
has also been addressed in [4] and [72], where the authors 

put major emphasis on solving class-imbalanced classifica-
tion problems.

The authors in [77], as instead, propose a multi-objective 
framework for multi-label classification.

Under an application-oriented viewpoint, recent works 
that joined machine learning and MOO regarded materi-
als/mineral engineering and chemistry [51, 57, 64, 88, 91], 
energy management and engineering [29, 37, 39, 42, 78, 89] 
and life sciences [2, 53–55, 80].

This work stems from two previous works, namely [50] 
and [6]. In [50], as anticipated, we formulate the same three-
objective optimization problem at the basis of this work. Yet, 
in our previous work, the analysis only regard how the three 
objectives correlate each other on the Pareto front and the 
testing phase (i.e., how to properly choose one of the non-
dominated solutions in order to assess the generalization 
capabilities of the classifier) has not been addressed. Further 
differences include the study of binary classification prob-
lems only related to bioinformatics-oriented applications 
(whereas in this work, we use freely available benchmark 
datasets for graph classification pertaining to several appli-
cation fields) and in this work we also tackle the problem of 
dealing with fully labeled graphs by exploiting the GRALG 
framework proposed in [7], whereas in [50] we analyzed 
graphs with categorical node labels only by exploiting other 
embedding strategies tailored to work with such kind of 
graphs [47, 48].

In [6] we exploit GRALG and we test several supervised 
classifiers in the embedding space (namely, K-Nearest 
Neighbors, SVMs [74] and Neuro-Fuzzy Min-Max Clas-
sifiers [69]). Comparison among classifiers regards their 
performance on the test set and their structural complexity. 
However, a striking difference with respect to this work lies 
on the single-objective optimization and therefore the struc-
tural complexity emerges as a consequence of the maximiza-
tion of the accuracy on some validation data and does not 
play any role in the optimization procedure.

Conversely, in this work, we propose the following three 
main novelties with respect to our previous studies:

•	 we employ a MOO procedure for the joint optimization 
of three conflicting objective functions (performance, 
structural complexity and dimensionality of the embed-
ding space) within the GRALG framework;

•	 we address the issue of selecting a suitable subset of solu-
tions from the Pareto front for the synthesis of the ‘final’ 
classification system;

•	 we investigate the usage of the top-K solutions (instead 
of ‘the best one’) in order to build an ensemble of classi-
fiers.

1  Notably, the Nearest Neighbor classifier scales badly with the num-
ber of data and with the number of features since, in order to clas-
sify a new test pattern, all pairwise distances must be evaluated with 
respect to the training data.
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Proposed Classification System Equipped 
with Multi‑objective Optimization

Building Blocks

In this section, we describe the functional blocks needed 
for building the proposed graph classification system for 
labeled graphs. Formally, a labeled graph G is defined as 
G = {V, E,Lv,Le }, where V is the nodes set, E the edges 
set and Lv , Le are the sets of nodes’ and edges’ attributes, 
respectively. From our point of view, Lv , Le can be any 
data structure that describe semantically the role of nodes 
and edges in the network. Additionally, the system does 
not make any prior assumption about whether graphs are 
directed or not. The synthesis of the classification sys-
tem relies on two disjoint sets S(tr) and S(vs) , respectively, 
training and validation set. In brief, GRALG performs the 
graph embedding procedure according to the GrC para-
digm, allowing the possibility to use a common SVM clas-
sifier in a comfortable geometric space X ⊆ ℝ

n equipped 
with the usual Euclidean distance and dot product between 
vectors.

Extractor

Starting from the training set S(tr) , this block extracts a set 
of subgraphs S(tr)

g
 . In the seminal work [11], the rationale 

behind this block was to break down each graph G ∈ S
(tr) 

exhaustively in its constituent parts up until a user-defined 
order V, that is the maximum number of nodes a subgraph 
can have. These entities can later be used as candidate gran-
ules of information for the next phases. On the other hand, 
this approach strongly limits the chance to use GRALG 
only for low/medium-size graphs and small order V, due to 
the high cardinality of the subgraph set S(tr)

g
 that negatively 

impacts the memory footprint needed to store the data along-
side the computational burden needed to process it. In [7], 
we proposed a stochastic procedure able to build a subgraph 
set with a fixed cardinality W in order to avoid an exhaustive 
enumeration of all subgraphs in S(tr) and relax the computa-
tional cost both in terms of time and space. Indeed, a single 
subgraphs g is extracted uniformly at random (replacements 
are allowed) from a set of graphs by exploiting either one of 
two well-known traversal strategies, namely Breadth First 
Search (BFS) and Depth First Search (DFS). The stochastic 
procedure can be summarized as follows: 

1.	 A graph G is extracted uniformly at random from S(tr);
2.	 The selected graph G is traversed using either BFS or 

DFS until a fixed number of nodes V are visited, with 
the seed node randomly selected among the nodes in G;

3.	 Visited nodes and edges are stored in the resulting sub-
graph g and collected into S(tr)

g
;

4.	 The procedure goes back to 1. until the cardinality of 
S
(tr)
g

 has reached W.

The results witnessed comparable performances in terms 
of accuracy with a reduced running times and memory 
footprint when using the stochastic extractor in lieu of the 
exhaustive extractor from the original GRALG classifica-
tion system.

Granulator for Alphabet Synthesis

The key component that enables the graph embedding by 
means of GrC is the granulation procedure described in 
this section. The granulation process aims at synthesizing 
a set of highly informative entities A = {s1,… , sn} accord-
ing to the principle of justifiable granularity [61]. Indeed, 
each symbol si ∈ A is defined as a granule of information 
related to a specific level of abstraction at which the problem 
has been observed [61]. Although an information granule 
can be formalized in several different ways, for example as 
fuzzy sets, rough sets and shadowed sets [63], we follow a 
clustering-based approach [87] based on the Basic Sequen-
tial Algorithmic Scheme (BSAS) [83] algorithm. The pro-
cedure takes place directly on the set of subgraphs S(tr)

g
 and 

relies on four fundamental aspects that must be carefully 
defined: a threshold of inclusion � , a cluster representative 
g∗ , a dissimilarity measure d ∶ G × G → ℝ and a threshold 
Q of maximum allowed number of clusters. By varying � , 
the clusters resolution will change accordingly, impacting on 
the level of granularity. Thus, we generate a set of partitions 
P = {P�1

,… ,P�P
} , where partition P�i

 collects each cluster 
� emerged by imposing �i as the resolution value.

A cluster quality index F(�) ∈ [0, 1] (the lower is better) 
is then defined in order to promote only promising clusters 
to information granules:

where Ψ(�) and Ω(�) are, respectively, the compactness and 
cardinality for cluster � , weighted by a trade-off parameter 
� ∈ [0, 1]:

Being the graph domain devoid of a geometrical interpreta-
tion, some solutions for defining a cluster representative are 
not available if compared to Euclidean spaces (e.g., the mean 

(1)F(�) = � ⋅Ψ(�) + (1 − �) ⋅Ω(�)

(2)Ψ(�) =
1

|� − 1|
∑

g∈�

d(g∗, g)

(3)Ω(�) = 1 −
|�|
|S(tr)

g
|
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point in k-means algorithm). A valid alternative is to define 
g∗ as the MinSoD [24, 49] element of � , that is the graph 
that minimizes the pairwise sum of distances among all pat-
terns in the cluster. Clearly, the dissimilarity measure d must 
be tailored to the input space under analysis (i.e., the graph 
domain): our choice felt on a weighted graph edit distance 
heuristic named node-Best Match First (nBMF)2. Finally, 
each cluster proves its validity by comparing its own quality 
F(�) with a threshold � ∈ [0, 1] . The MinSoDs of the surviv-
ing clusters are then collected together in the alphabet A.

GrC‑Based Embedder

The block described in this section implements the embed-
ding function Φ ∶ G → X  that maps patterns from the graph 
domain toward a geometric Euclidean space. The output of 
the granulation stage described in “Granulator for Alphabet 
Synthesis” is exploited in the graph embedding stage, which 
relies on the symbolic histogram approach [23]. Indeed, 
this method relies on two fundamental sets: a collection of 
granules, i.e., the alphabet A = {s1,… , sn} and Gexp , that 
is the set of subgraphs that compose a given graph G to be 
embedded. In other words, Gexp = {g1,… , gm} is a (possibly 
non-exhaustive) decomposition of the graph G in m atomic 
units that can be obtained with the same traversal strategy 
used in “Extractor”.

The symbolic histogram �G is then defined as follows:

where n = |A| . Intuitively, each component of the vec-
tor �G representing G is obtained by counting the occur-
rences of all symbols si ∈ A in the set Gexp . The function 
occ ∶ A × G → ℕ is defined as follows:

In Eq. (5), Γ is a function that defines whether a symbol 
si can be matched with a subgraph g ∈ Gexp . Exact match 
between two graphs (also known as graph or subgraph iso-
morphism) is often an unpractical operation for its hardness 
from a computational complexity point of view, especially 
when nodes and edges are equipped with real valued vectors 
or even with custom data structures [28]. In order to account 
for inexactness in the matching procedure, Γ evaluates the 
degree of dissimilarity d(si, g) between si and g, then it trig-
gers the counter (i.e., a match is considered a hit) only if 
this value does not exceed a symbol-dependent threshold �si:

(4)ΦA = �G =
[
occ

(
s1,Gexp

)
,… , occ

(
sn,Gexp

)]

(5)occ(si,Gexp) =
∑

g∈Gexp

Γ(si, g)

It is worth remarking that the dissimilarity measure in Eq. 
(6) coincides with the nBMF distance employed in the 
clustering algorithm defined in “Granulator for Alphabet 
Synthesis”.

Classification

The last block in GRALG is a classifier T  working directly 
in the embedding space X ⊆ ℝ

n spanned by the symbolic 
histograms as defined in “GrC-based Embedder”, being n the 
cardinality of the alphabet set A . First of all, S(tr) and S(vs) are 
embedded according to the symbolic histogram approach, 
respectively, into �(tr) ∈ ℝ

|S(tr)|×n and �(vs) ∈ ℝ
|S(vs)|×n . In 

this way, the embedding space and thus the alphabet set 
that generated it, can be evaluated by means of a perfor-
mance measure Π ∶ S → ℝ evaluated on the validation set 
�(vs) obtained by the classifier T  trained on �(tr) . In [6], we 
extensively studied the behavior of five different classifiers 
from the point of view of Π , structural complexity of T  and 
the sparsity of the embedding space by means of cardinal-
ity of A . Since in this work we perform a joint MOO on 
the three aforementioned quantities, for sake of convenience 
we limit our analysis to SVMs and, specifically, to �-SVMs 
[74], equipped with two different kernels: the linear kernel 
endowing the dot product between patterns K

�
x, x�

�
= ⟨x, x�⟩ 

and a non-linear radial basis function (RBF) kernel, i.e., 
K
�
x, x�

�
= exp{−�‖x − x�‖2}.

Multi‑objective Optimization Phase

In previous works [6, 7], we performed a sequential two-
steps (single-objective) optimization phases: 

1.	 Alphabet optimization: it aims at synthesizing an highly 
informative alphabet set A and concurrently optimize 
the classifier T  hyperparameters, together with the 
parameters defining the adopted dissimilarity meas-
ure. Being �(tr) and �(vs) the vector representations of 
S
(tr) and S(vs) obtained with A , this optimization step 

produces the optimized alphabet A and classifier T  by 
maximizing the performance Π obtained by T  when 
classifying �(vs);

2.	 Feature selection: it generates an optimal alphabet A∗ 
and classifier T∗ by removing redundant and unnecessary 
symbols from A according to the classification perfor-
mance of T∗ whose critical parameters are simultane-
ously optimized.

This two-step approach has the purpose to eventually con-
verge to a solution which is trying to synthesize the best 

(6)Γ(si, g) =

{
1 if d(si, g) ≤ �si
0 otherwise

2  Full details on nBMF, along with detailed pseudocodes, can be 
found in [7] and [46, Appendix A].
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alphabet by maximizing the feedback received by T  (see 
step 1.) and later reducing the dimensionality of the embed-
ding space (see step 2.). Indeed, reducing the dimensionality 
of the final embedding space while maintaining affordable 
performances is often useful since it helps in mitigating the 
curse of dimensionality, the longer training/test times and 
the interpretability of the model. On the other hand, another 
critical aspect that deserves attention when designing a 
machine learning system is the complexity of the classifier 
that for a SVM can be effectively expressed by the number 
of support vectors emerged from the training stage3. Indeed, 
simpler models do not tend to overfit the data at hand, offer-
ing (in principle) better generalization capabilities.

After these considerations, two natural questions arise: 
can these three quantities be optimized simultaneously? 
How do these three quantities compete against each other? 
In order to rigorously answer these questions, we formal-
ize a MOO problem based on the NSGA-II algorithm. The 
NSGA-II algorithm can be briefly outlined as follows and 
we refer the interested reader to [21] for a more exhaustive 
description: 

1.	 population initialization: the population is initialized 
based on the search space range and constraints (if any);

2.	 evaluation: the fitness of each individual is evaluated by 
means of the objective functions;

3.	 non-dominated sorting: the population is sorted based 
on non-domination4 and each individual is assigned to 
one of the fronts;

4.	 crowding distance: within each front, the crowding dis-
tance between its individuals is evaluated. The crowding 
distance is a measure of how close an individual is to its 
neighbors: large average crowding distance will result 
in better diversity in the population;

5.	 genetic operators: by jointly considering the rank (i.e., 
front) and the crowding distance value, parents are 
selected and then used to generate new offsprings. After 
being evaluated, the top individuals among offsprings 
and parents are retained;

6.	 repeat from step #3 until a maximum number of itera-
tions is reached or a stopping criterion is satisfied.

For the sake of description, we give the critical parameters to 
be optimized in a schematic fashion according to the proce-
dures and/or functional blocks in which they are employed: 

nBMF:	� the 6 weights for the edit operations (dele-
tions, insertions and substitutions of nodes 
and edges) for the dissimilarity measure 
defined in the graph domain: � = {wsub

node
 , 

wsub
edge

 , wins
node

 , wins
edge

 , wdel
node

 , wdel
edge

} ∈ [0, 1]6 . 
Depending on the dataset, vertices and/or 
edges can require a parametric dissimilarity 
m e a s u r e  d

�v
v ∶ Lv × Lv → ℝ  a n d 

d
�e
e ∶ Le × Le → ℝ with parameters � = {�v , 

�e} whose values are optimized as well;

Granulation	� Q ∈ [1, 500] the maximum number of admis-
sible cluster for the BSAS procedure; � the 
quality threshold for promoting a MinSoD to 
a symbol; � trade-off parameter that weights 
compactness and cardinality in Eq. (1);

Classifier	� the set of hyperparameters � for the �-SVM 
that depends on the considered kernel:

	 •	     �Linear: only the regularization term 
� ∈ (0, 1];

	 •	     �RBF: along with � ∈ (0, 1] , we also tune 
the kernel shape � ∈ (0, 100].

 Hence, the variable space for the MOO problem reads as 
follows:

The set of parameters collected in � drives the pipeline 
of granulation, embedding and classification described in 
“Building Blocks”. Specifically, each individual from the 
NSGA-II population: 

1.	 Runs the granulation procedure on the set of sub-
graphs S(tr)

g
 extracted by following the stochastic vari-

ant described in “Extractor”. The dissimilarity measure 
parameters for the clustering algorithm are determined 
by � and � . The granulator parameters (i.e., Q, � and � ) 
are employed as well for building the alphabet A;

2.	 Both S(tr) and S(vs) can now be embedded in �(tr) and 
�(vs) according to symbolic histogram paradigm exploit-
ing the current alphabet A . The dissimilarity measure 
parameters � and � are thus employed for the evaluation 
of Eq. (6);

3.	 The set of classifier hyperparameters � are exploited for 
training T  on �(tr) . Finally, the performance Π

(
�(vs)

)
 is 

returned.

(7)� =
[
Q � � � � �

]

4  An individual is said to dominate another individual if its objective 
functions are no worse than the other and at least one of its objective 
functions is better than the other.

3  Full mathematical details can be found in [50].
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The three-objective functions are formalized as follows:

The first objective function f1 ∈ [0, 1] in Eq. (8) is defined as 
a negative-oriented performance index, namely the error rate 
of the classifier T  in predicting �(vs) . The second objective 
function in Eq. (9) is defined as the ratio between the number 
of support vectors (SV) used in the classification problem 
and the cardinality of the training set, and accounts for the 
structural complexity of the classification model. In this way 
f2 is bounded in [0, 1] as well, being |S(tr)| the maximum 
number of admissible support vectors (i.e., all training pat-
terns are elected as support vectors). Finally, the third objec-
tive function f3 in Eq. (10) reads as the ratio between the 
alphabet cardinality and the number of subgraphs employed 
during the granulation phase. In this way, f3 is bounded in 
[0, 1] since |S(tr)

g
| is the cardinality of the largest alphabet 

derivable from S(tr)
g

 (i.e., all candidate information granules 
are promoted as information granules). In light of these three 
definitions, the optimization problem will aim at performing 
a joint minimization of f1 , f2 and f3.

Selection of Solutions from the Pareto Front

At the end of the optimization phase, NSGA-II returns a 
set of N non-dominated solutions X = {�1,… , �N} . More in 
details, in a multi-objective minimization problem a solution 
�i is said to be dominated by �j if the following hold [27]:

where, recall, M is the number of objective functions. Practi-
cally speaking, since X contains the observed non-dominated 
solutions, it is actually approximating the Pareto front of the 
multi-objective problem, which cannot be known in closed-
form in the context of machine learning. As introduced in 
“Introduction”, the Pareto front can then be viewed as the 
set of compromise solutions that are trying to optimize 
simultaneously all the objective functions. It goes without 
saying that, in light of Eq. (11), a solution �i ∈ X cannot 
be preferred to any other �j ∈ X without further indications 
[40]. On the other hand, in real applications it is often man-
datory to select a single suitable solution or a group of effi-
cient alternatives. Multi-criteria decision making helps in 

(8)f1 = Π(�vs)

(9)f2 =
SV

|S(tr)|

(10)f3 =
|A|
|S(tr)

g
|

(11)
fq(�j) ≤ fq(�i) ∀q ∈ {1,… ,M}

∃q ∈ {1,… ,M} ∶ fq(�j) < fq(�i)

proposing a set of methods in order to possibly overcome 
this problem. A very popular procedure in multi-criteria 
decision making is Technique for Order Preference by 
Similarity to the Ideal Solution (TOPSIS) [36] which has 
shown good reliability, low computational cost and an intui-
tive logical reasoning [73, 86]. Starting from the decision 
matrix � ∈ ℝ

N×M , i.e., the matrix whose ith row is the vector [
f1
(
�i
)
,… , fM

(
�i
)]

 , TOPSIS ranks elements in X according 
to their Euclidean distance to the positive-ideal and neg-
ative-ideal solutions. That is, the optimum will be chosen 
as the solution that is simultaneously showing the smallest 
distance from the positive-ideal and the largest distance from 
the negative-ideal. Additionally, TOPSIS allows to weight 
individually the importance of each objective function in 
the ranking process by scaling each rows of � according to 
a weight vector � ∈ ℝ

M.

Ensemble of Classifiers for Test Phase

In light of the discussion in “Selection of Solutions from the 
Pareto Front”, we retain from the optimization stage the top 
K solutions X∗ = {�∗

1
,… , �∗

K
} ranked by TOPSIS according 

to the weight vector � . Alongside, we hold the correspond-
ing alphabets A∗ = {A∗

1
,… ,A∗

K
} and the training embedded 

matrices H∗ = {�∗
tr,1

,… ,�∗
tr,K

} obtained by embedding S(tr) 
thanks to the alphabets in A∗ . In order to exploit simultane-
ously the information carried by the K solutions, we set up 
an ensemble of classifiers C to address the final performance 
on the test set S(ts) . The design of C goes as follows: 

1.	 For each alphabet A∗
i
∈ A

∗ , we build the vectorial rep-
resentation �ts,i of S(ts) according to the symbolic histo-
gram paradigm as discussed in “GrC-based Embedder”;

2.	 From each solution �∗
i
∈ X , we retrieve the hyperparam-

eters �∗
i
 of the optimized classifier;

3.	 The classifier Ti is trained with �∗
tr,i

∈ H
∗ with hyperpa-

rameters �∗
i
;

4.	 All the trained classifiers Ti with i = 1,… ,K are col-
lected in the stack C.

It is worth remarking that each classifier Ti  operates in a 
specific embedding space Xi (to which �tr,i and �ts,i belong) 
generated by the alphabet A∗

i
 emerged from the solution �∗

i
.

This approach allows to establish a common Winner-
Takes-All policy when predicting a single pattern from 
the test set. Let gk ∈ S

(ts) be the kth graph in the test set; 
the steps that lead to the prediction of its class label by the 
ensemble C follows: 

1.	 let {�1
k
,… , �K

k
} be the vectorial representations of gk in K 

different embedding spaces X1,… ,XK , where in general 
Xi ≠ Xj for all i ≠ j . This step corresponds in gathering 
the kth rows of {�∗

ts,1
,… ,�∗

ts,K
};
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2.	 each classifier Ti ∈ C individually predicts the label li
k
 

for �i
k
 (for i = 1,… ,K);

3.	 all predicted labels are collected in the output stack 
L =

(
l1
k
,… , lK

k

)
;

4.	 the most frequent label in L is finally chosen as the pre-
dicted class for gk.

However, especially in multi-class problems, ties between 
different labels can occur in the voting process. For this rea-
son, it is necessary to define a suitable decision rule acting as 
a tie-breaker which eventually leads to a single label output. 
We approach this problem by defining a confidence measure 
si
(
lt
)
 of classifier Ti in predicting a specific label lt , where 

t = 1,… , T  , being T the number of classes. The confidence 
si
(
lt
)
 for class lt is chosen as the (multi-class) precision score 

obtained in classifying the training set �tr,i.
Let R be the subset of the T classes that tie. The resolution 

of a dispute works as follows: 

1.	 group the classifiers involved in the dispute according to 
the labels they predict;

2.	 ask each classifier its confidence about the prediction;
3.	 for each label in R (hence, for each group of classifiers), 

evaluate the average within-group confidence;
4.	 emit the final predicted label as the one with highest 

within-group confidence.

Tests and Results

Datasets Description and Algorithmic Setup

In order to test the proposed algorithm and the different 
embedding strategies, we have considered five datasets from 
the IAM Repository [67] and two additional datasets from 
the TUDataset Repository [56]. A brief description of the 
datasets follows: 

AIDS:	� The AIDS dataset is composed by graphs rep-
resenting molecular compounds showing activ-
ity or not against HIV. Molecules are converted 
into graphs by representing atoms as nodes and 
the covalent bonds as edges. Nodes are labeled 
with the number of the corresponding chemical 
symbol and edges by the valence of the linkage.

GREC:	� The GREC dataset consists of graphs represent-
ing symbols from architectural and electronic 
drawings. Drawings have been pre-processed 
and ending points, circles, corners and intersec-
tions are considered as nodes labeled with their 

position and type. Edges connecting such nodes 
are equipped with a hierarchical data structure 
that identifies the type of connection and its 
characteristics.

Letter:	� The Letter datasets involve graphs that repre-
sent distorted letter drawings. Among the capi-
tal letters of the Roman alphabet, 15 have been 
selected due to them being representable by 
straight lines only. Drawings are then converted 
into graphs by considering lines as edges and 
ending points as nodes. Nodes are labeled with 
a 2-dimensional vector indicating their position, 
whereas edges are unlabeled. Three different 
amount of distortion (Low, Medium, High) 
account for three different datasets, hereinafter 
referred to as Letter-L, Letter-M and Letter-H, 
respectively.

MUTAG:	� The MUTAG dataset consists of 188 graphs 
corresponding to chemical compounds divided 
into 2 classes according to their respective 
mutagenic effect on a bacterium. Both nodes 
and edges are equipped with categorical labels: 
node labels identify the atom type and edge 
labels identify the bond type (single, double, 
triple or aromatic).

PTC:	� The PTC dataset contains compounds labeled 
according to carcinogenicity on male mice 
(MM) rodents. Each compound is converted 
into a graph where vertices represent atoms 
and edges represent chemical bonds. Explicit 
hydrogen atoms have been removed and vertices 
are labeled by atom type (categorical value) and 
edges by bond type (categorical value).

As the nodes and edges dissimilarities are concerned, all 
of them are customized according to the nodes and edges 
attributes for each dataset5. GREC is the only dataset for 
which the dissimilarity measures between nodes and edges 
are parametric themselves: such values populate � which 
shall be optimized, as described in “Multi-Objective Opti-
mization Phase”. Brief statistics for each dataset are shown 
in Table 1, along with the reference paper in which each 
dataset has been originally presented, to which we refer the 
interested reader for more exhaustive information.

The algorithm parameters have been set as follows:

5  Full details on the dissimilarity measures for the IAM datasets can 
be found in [46, Appendix B].
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•	 100 individuals with a maximum number of 100 gen-
erations, in order to ensure a reasonable tracking of the 
Pareto Frontier;

•	 early stop criterion if the change in the fitness values is 
below 0.0025 for 15 consecutive generations;

•	 W = 30% of the maximum number of subgraphs attain-
able from the training set6;

•	 a simple random walk is employed as graph traversing 
strategy for mining subgraphs of maximum order V = 5 
for the extraction phase (i.e., for populating S(tr)

g
))7

•	 a modified BFS8 is employed for extracting subgraphs for 
the embedding phase (i.e., for building Gexp)

•	 parameter � in BSAS follows a binary search in range 
[0, 1];

•	 V = 5 , as the maximum number of nodes for the sub-
graphs;

•	 �si = 1.1 ⋅Φ(�i) is the symbol-dependent threshold for 
scoring a hit in the embedding procedure (cf. Eq. (6)).

The software has been implemented in Python with the 
support of the following libraries: PyMoo [12] for MOO 
(NSGA-II), NetworkX [33] for handling graphs and Scikit-
Learn [59] for machine learning-related routines.

Table 1   Dataset statistics and description

Dataset # graphs Avg. # nodes Avg. # edges # classes Balanced Domain Repository References

AIDS 2000 15.69 16.20 2 No Chemoinformatics IAM [67]
Letter-L 2250 4.7 3.1 15 Yes Computer vision IAM [67]
Letter-M 2250 4.7 3.2 15 Yes Computer vision IAM [67]
Letter-H 2250 4.7 4.5 15 Yes Computer vision IAM [67]
GREC 1100 11.5 12.2 22 Yes Electronics IAM [25, 67]
MUTAG​ 188 17.93 19.79 2 No Chemoinformatics TUD [22, 41]
PTC (MM) 336 13.97 14.32 2 No Chemoinformatics TUD [35, 41]
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Fig. 1   Dataset: Letter-H. 3D Pareto Front and pairwise 2D projections. Top panels correspond to the Linear-SVM, bottom panels correspond to 
RBF-SVM

6  AIDS: 27589; GREC: 21009; Letter-L: 7975; Letter-M: 8217; Let-
ter-H: 12603; MUTAG: 15530; PTC: 16127.
7  In our previous work [7], we witnessed that there is no clear winner 
between BFS or DFS in terms of performances and/or running times, 
so the rationale behind choosing random walks is that there exist the 
possibility of having both star-like and path-like subgraphs in S(tr)

g
.

8  As proposed in [7], we use BFS to extract subgraphs in such as way 
that already-visited nodes do not appear as root nodes for following 
traversals: this assures a complete coverage of the graph while, at the 
same time, keeping a low number of resulting subgraphs.
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Computational Results

In this section, we assess the relation between the three-
objective functions f1 , f2 and f3 (respectively, denoted as 
Performance, Complexity and Sparsity in the following) by 
showing the Pareto frontiers obtained for the five datasets 
described in “Datasets Description and Algorithmic Setup” 
and the pairwise 2D projections. The results are summa-
rized individually for each dataset in Figs. 1, 2, 3, 4 and 5, 

respectively for Letter-H, Letter-M, Letter-L, AIDS, GREC, 
MUTAG and PTC for both kernels (linear and RBF) used in 
the SVM classifiers. To ensure readability, axes have been 
scaled in terms of percentage.

A first immediate regular behavior can be observed in 
the relation between Sparsity and Performance. Indeed, for 
all Letter datasets, a clear inverse proportionality between 
the two objective functions emerges from Figs.  1c, 2c 
and 3c using linear SVM. The same behavior holds for its 
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Fig. 2   Dataset: Letter-M. 3D Pareto Front and pairwise 2D projections. Top panels correspond to the Linear-SVM, bottom panels correspond to 
RBF-SVM
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Fig. 3   Dataset: Letter-L. 3D Pareto Front and pairwise 2D projections. Top panels correspond to the Linear-SVM, bottom panels correspond to 
RBF-SVM
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kernelized counterpart as depicted in Figs. 1g, 2g and 3g. 
A similar phenomenon, but slightly less prominent, occurs 
for GREC dataset for both linear (Fig. 5c) and RBF kernel 
(Fig. 5g). On the other hand, AIDS, MUTAG and PTC data-
sets do not show any relevant trend for the Sparsity-Perfor-
mance pair due to the dense superposition of the solutions in 
the Pareto frontiers as can be noticed in Figs. 4a, 6a, and 7a 
(Linear-SVM) and Figs. 4 e, 6e, and 7e (RBF-SVM). These 
results entail a transparent relationship between the number 

of symbols in the alphabet A necessary for attaining reliable 
performances Π , i.e., low level of error rate on validation set.

From the Complexity-vs-Performance perspective, the 
computational results for Letter-H show a clear inverse 
relation for both Linear and RBF kernels, respectively, 
depicted in Fig. 1b, f. In this particular problem, an elbow-
like behavior for the two considered objective functions 
arise, suggesting that its decision boundary can be well 
defined with an increasing number of support vectors. For 
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Fig. 4   Dataset: AIDS dataset. 3D Pareto Front and pairwise 2D projections. Top panels correspond to the Linear-SVM, bottom panels corre-
spond to RBF-SVM
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Fig. 5   Dataset: GREC. 3D Pareto Front and pairwise 2D projections. Top panels correspond to the Linear-SVM, bottom panels correspond to 
RBF-SVM
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the remaining two Letter datasets, i.e., Letter-M (Fig. 2b, 
f) and Letter-L (Fig. 3b, f), the projected Pareto frontiers 
are far more chaotic limiting the possibility to draw rea-
sonable conclusions. This is likely due to the fact that 
Letter-M and Letter-L are easier classification problems to 
solve with respect to Letter-H, so there exist solutions for 
which a lower number of support vectors leads to reason-
able performances: this is notably not true for harder clas-
sification problems (i.e., Letter-H, in this case) for which 

a higher number of support vectors are needed to draw a 
more accurate decision boundary. On the other hand, for 
GREC dataset, the Linear-SVM projection in Fig. 5b has 
a firm decreasingly trend, while its kernelized counterpart 
shows a less compact behavior but with a more defined 
point cloud in the upper-left region of the plot. Again, no 
clear trend emerges from AIDS, MUTAG and PTC data-
sets due to the former discussion about the superposition 
of the solutions.
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Fig. 6   Dataset: MUTAG. 3D Pareto Front and pairwise 2D projections. Top panels correspond to the Linear-SVM, bottom panels correspond to 
RBF-SVM
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Fig. 7   Dataset: PTC. 3D Pareto Front and pairwise 2D projections. Top panels correspond to the Linear-SVM, bottom panels correspond to 
RBF-SVM
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The last aspect to consider regards the Complexity-vs-
Sparsity projection. For almost all datasets, i.e., Letter-H 
(Fig. 1d, h), Letter-M (Fig. 2d, h), AIDS (Fig. 4d, h), GREC 
(Fig. 5d), MUTAG (Fig. 5d, h) and PTC (Fig. 7d, h) no clear 
trends emerge between the number of support vectors and 
the cardinality of the alphabets, being the Pareto fronts not 
well shaped for both SVM configurations. A notable excep-
tion can be observed for Letter-L, where the Complexity-
vs-Sparsity projection leads to an ‘L-shaped’ frontier, espe-
cially for the Linear-SVM case (Fig. 3d). This suggests that 
limiting the number of support vectors is counterbalanced 
by a higher embedding space dimensionality.

Baseline Cases

In this section, we show the computational results obtained 
on the test phase with the introduction of the ensemble of 
classifiers working on heterogeneous embedding spaces, as 
described in “Ensemble of Classifiers for Test Phase”. Let 
us recall from “Selection of Solutions from the Pareto Front” 
that TOPSIS allows the ranking of the solutions according 
to a weight vector u.

At first, we consider the baseline cases, collected in 
Table 2, in which we show the solutions in X that achieve 
the best results in the three-objective functions, if considered 
separately. The selection of the baseline solutions works by 
sorting the decision matrix � according to each column (i.e., 
objective function) separately. After each sort, we retain the 
solution in X that corresponds to the top-ranked row in � . 
In particular, for each dataset and for each classifier, Table 2 
features a 3 × 3 sub-matrix which in position (i, j) shows 
the ith objective function value obtained when selecting the 
solution in X that minimizes the jth objective function. Here-
inafter, for the sake of discussion, the Performance objective 
function will be referred to as the accuracy of the classifier 
(i.e., the complement of the error rate in Eq. (8)).

For the sake of argument, we also consider a uniform 
weighting: that is, we let TOPSIS to rank solutions in X 
without introducing any preferences for the three-objective 
functions, i.e., � =

[
1

3

1

3

1

3

]
 . The number of classifiers and 

embedding spaces to consider in the ensemble is chosen 
according to the top-K solutions X∗ returned by TOPSIS9, 
with K = 10 . In Fig. 8, we show the results obtained by 
varying K = 1,… , 10 and observing the three main objec-
tive of interests: accuracy on test set of the ensemble 
(Fig. 8a), the sum of symbols in the alphabets A∗ (Fig. 8b) 
and the sum of support vectors for the classifiers in the 
ensemble C (Fig. 8c).

When the Linear-SVM is considered, an interesting 
result for Letter-L emerge: the best solution in terms of 
accuracy can be achieved by considering 4 classifiers in the 
ensemble with a lower number of support vectors and sym-
bols. Indeed, we can see that if we select the solution that 
minimizes the error rate regardless of the other two objec-
tive functions, the accuracy is 98% (see Table 2) while 4 
classifiers in ensemble can obtain 96% of correct predic-
tions on test set. With this small difference of accuracy 
( ≈ 2%), the ensemble requires 101 support vectors and 90 
symbols against 147 and 139, respectively, obtained with 
the best solution in terms of error rate. For GREC with 
Linear-SVM, we can obtain comparable accuracy perfor-
mance between the baseline solution that minimizes the 
error rate and 3 classifiers in ensemble, respectively, 92% 
and 87% . Despite 5% of shift, the ensemble relies only on 
57 symbols against 113 needed by the baseline solution. 
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Fig. 8   Uniform weighting results

9  In Appendix A, for the sake of completeness, we show the 3D 
Pareto fronts in which the solutions belonging to X∗ are highlighted 
(Fig. 12a, b for AIDS, Fig. 13a, b for GREC, Fig. 14a, b for Letter-
L, Fig. 15a, b for Letter-M, Fig. 16a, b for Letter-H, Fig. 17a, b for 
MUTAG and Fig. 18a, b for PTC.
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On the other hand, the ensemble requires a considerably 
higher number of support vectors (427 against 185). If we 
consider the MUTAG dataset, the baseline result in terms 
of accuracy can be reached with K = 4 classifiers using a 
Linear kernel: the baseline method achieves 87% of accu-
racy score with 38 support vectors and 37 symbols in the 
alphabet, whereas the ensemble method is able to correctly 
classify 85% of the patterns in test set by relying only on 
12 support vectors and 8 symbols. The same discussion 
does not hold for the other datasets/configurations, where 
the shift in terms of accuracy is not sufficiently counterbal-
anced by improvements in terms of alphabet cardinality 
and/or structural complexity of the model.

Case Studies

In this section, we present three different case studies in 
order to analyze the behavior of   the ensemble of classi-
fiers under different configurations for TOPSIS. Indeed, we 

explore how the computational results change as a function 
of higher priorities given to specific objective functions in 
the decision making process. In the following, we investigate 
three different choices for � , that, respectively: 

(a)	 totally neglect the structural complexity, giving equal 
weights to the other two objectives;

(b)	 totally neglect the number of symbols, giving equal 
weights to the other two objectives;

(c)	 give more importance to accuracy with respect to the 
other two objectives.

The rationale behind these three case studies stems from the 
observation that (in real-world pattern recognition applica-
tions) the generalization capability is always the first index 
to be considered when judging the synthesis of a classifica-
tion model. In plain terms, low accuracy undermines the 
trustworthiness of the model (regardless of the features and 
regardless of the complexity of the model itself) and there-
fore must always be preferred (or at least comparable to) 

Table 2   Results of the baseline 
cases

Linear-SVM RBF-SVM

min f
1

min f
2

min f
3

min f
1

min f
2

min f
3

AIDS
 Accuracy 98% 80% 80% 99% 80% 80%
 Complexity 3 2 2 29 2 2
 Sparsity 1 1 1 1 1 1

GREC
 Accuracy 92% 15% 15% 85% 50% 20%
 Complexity 185 22 22 187 22 22
 Sparsity 113 1 1 26 11 1

Letter-L
 Accuracy 98% 68% 25% 97% 92% 24%
 Complexity 147 15 676 50 15 15
 Sparsity 139 5 1 48 11 1

Letter-M
 Accuracy 94% 53% 11% 95% 70% 13%
 Complexity 437 15 15 470 15 15
 Sparsity 184 12 1 198 120 1

Letter-H
 Accuracy 93% 50% 17% 92% 14% 14%
 Complexity 479 15 733 549 15 15
 Sparsity 224 175 1 290 1 1

MUTAG​
 Accuracy 87% 66% 66% 85% 81% 81%
 Complexity 38 2 2 35 2 2
 Sparsity 37 1 1 8 1 1

PTC
 Accuracy 55% 38% 38% 64% 55% 55%
 Complexity 97 2 2 76 2 2
 Sparsity 94 1 1 3 1 1
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other objectives. In light of these observations, we delib-
erately did not consider any case study in which the weight 
given to the performance of the classifier is smaller than the 
weight given to the other two objective functions: in real-
world applications, the machine learning engineer will likely 
not accept solutions on the Pareto Frontier which feature a 
low accuracy for any arbitrary low or high number of sup-
port vectors and/or number of features.

Case Study A: No Weight to Model Structural Complexity
In this setting, we inform TOPSIS to prioritize solutions 

that are showing simultaneously low error rate and small 
number of symbols in the alphabets; that is, the objective 
functions f1 and f3 as described in Eq. (8) and Eq. (10), 
respectively. By letting � =

[
1

2
0

1

2

]
 , the ranking process 

will be not influenced by the objective function f2 in Eq. (9); 
hence, no importance will be given to the model structural 
complexity. The impact of the imposed condition can be 
observed by inspecting the positions of the marked solutions 
on the Pareto Frontiers for both kernels: for Letter-H 
(Fig. 16c, d), Letter-M (Fig. 15c, d), Letter-L (Fig. 13c, d) 
and GREC (Fig. 13c, d), the retained solution by TOPSIS 
are mostly distributed in the objective function space with 
minimal sparsity and accuracy performance with a consider-
ably large number of support vectors. On the other hand, for 
AIDS, MUTAG (Fig. 12c, d) and PTC (Fig. 17c, d) datasets 
(Fig. 17c, d), all solutions are overlapped in few clusters, 
making less evident the selected solution positions. As 
already noticed in “Baseline Cases”, the introduction of the 
ensemble of classifiers implies some benefits when com-
pared to the baseline solutions shown in Table 2. In this 
setting, the compromise between Performance and Sparsity 
introduced by weighting accordingly the different objective 
functions, gives a clearer advantages in terms of number of 
symbols for a larger variety of problems. The computational 
results by varying K are shown in Fig. 9a–c (accuracy on test 

set, number of symbols and number of support vectors, 
respectively).

For both SVMs, GREC achieves the same performance 
on the test set if compared to the baseline results ( ≈ 92 % 
and ≈ 85 % for Linear-SVMs and RBF-SVMs, respectively) 
using K = 4 classifiers in the ensemble. The major benefit 
regards the number of symbols on which the ensemble lever-
ages: for Linear-SVMs, the ensemble outperforms the best 
accuracy solution using 43 against 113 symbols, while for 
RBF-SVMs the results are comparable: 43 symbols in the 
ensemble and 26 for the baseline. Notably, the best ensemble 
configuration ( K = 6 ) ensures better performance for Linear-
SVM with respect to the baseline, keeping at the same time 
a lower sum of alphabet cardinalities, i.e., 78 symbols in 
alphabets. Despite this beneficial effect, the structural com-
plexity in the ensemble increases rapidly, requiring already 
at K = 3 a way larger number of support vectors, i.e., 617 
(Linear) and 543 (RBF) against 185 (Linear) and 187 (RBF) 
needed for the baseline case.

Similarly, the same behavior can be noticed for MUTAG 
dataset for both kernel choices: with only one classifier 
( K = 1 ), it is possible to achieve very similar performance 
in terms of accuracy when compared to the baseline method, 
that is 85% with Linear-SVM (baseline is 87%) and 87% 
with RBF kernel (baseline is 85%) using only 3 symbols in 
the alphabet, whereas the baseline leverages, respectively 
37 and 8 symbols.

The same discussion holds for Letter-L: whether equipped 
with the linear kernel, K = 2 classifiers already reach the 
same accuracy on the test set obtained by the baseline 
( ≈ 97 %) involving 23 symbols against 50 while using, on 
the other hand, a more complex model.

A similar situation occurs for RBF kernel in Letter-M: 
K = 3 classifier in ensemble yield a minor negative shift 
of 3% in accuracy, which is counterbalanced by improved 
results under the number of symbols perspective. Indeed, 
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Fig. 9   Case Study A (no weight to model structural complexity) results
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the baseline solution in accuracy attains 198 symbols in its 
alphabet, whereas the considered ensemble of classifiers 
relies in total on 138 symbols.

Finally, with K = 4 classifiers, Letter-H achieves com-
parable performances with respect to the baseline with a 
small accuracy shift (3%) for both linear and RBF kernels. 
Again, we witnessed a considerable lower number of sym-
bols, 118 (Linear) and 190 (RBF) against 224 (Linear) and 
290 (RBF) if compared to the best solution in terms of 
performance. Nonetheless, for both Letter-H and Letter-
M, the reduced amount of symbols is still compensated by 
a considerable higher number of support vectors. These 
patterns of behavior perfectly fit with the priority given to 
performance accuracy and minimization of the alphabet 
cardinality fed to TOPSIS via the weighting vector �.

Case Study B: No Weight to Sparsity
In this case study, we investigate the ensemble behavior 

by choosing � =
[
1

2

1

2
0
]
 . In this way, TOPSIS will drive 

its preferences towards solutions with low error rate and 
minimal model structural complexity, namely the objective 
functions f1 and f2 in Eqs. (8) and (9). The weighting vec-
tor will give no importance to the objective function f3 
(i.e., sparsity). The solutions selected by TOPSIS are 
marked on the Pareto Frontiers for both kernel configura-
tions: Letter-H (Fig. 16e–h), Letter-M (Fig. 15e, f), Letter-
L (Fig. 13e, f), GREC (Fig. 13e, f), AIDS (Fig. 12e, f), 
MUTAG (Fig. 17e, f) and PTC (Fig. 17e, f). Since the 
sparsity is not considered in the decision making process, 
the plots underline how the selected solutions are distrib-
uted in the region with high level of sparsity, conversely 
to the minimal values of performance and complexity. By 
varying the number of classifier K in the ensemble, we 
report the performance on the test set, model structural 
complexity and sparsity of the alphabet, respectively, in 
Fig. 10a–c.

For GREC, using the ensemble of classifiers does not 
introduce beneficial effects since the baseline perfor-
mances are way better (more than 10% ) when compared to 
the best ensemble configuration for both kernels, that is 
K = 10 for RBF and K = 6 for Linear.

For Letter-L, the ensemble with K = 3 classifiers attains 
the same level of accuracy on test set with respect to the 
baseline in Table 2: Linear-SVMs reaches 97% of accuracy 
(very close to the baseline solution, that scores 98% ) using 
126 support vectors (ensemble) against 147 (baseline); 
similarly, RBF-SVM attains 98% with a similar complex-
ity with respect to the baseline, that is 45 support vectors 
(ensemble) against 50 (baseline).

In Letter-M, a major improvement can be spotted by 
equipping the ensemble with K = 4 classifiers and RBF 
kernel. In this configuration, with a small difference in 
accuracy ( 4% ), the ensemble drastically reduces the struc-
tural complexity using 268 support vectors against 549 
employed by the best solution in terms of accuracy.

For Letter-H, RBF kernel with K = 3 classifiers attained 
similar performances with respect to the baseline, i.e., 89% 
(ensemble) against 93% (baseline). This result come with 
a light improvement in terms of support vectors, i.e., 488 
(ensemble) against 549 (baseline).

Also for MUTAG, the RBF kernel with K = 2 classifiers 
approaches the same performances of the baseline, i.e., 
85% . Notably, the number of support vectors is slightly 
improved, i.e., 8 (ensemble) against 35 (baseline). Simi-
larly, with Linear-SVM and K = 4 , the classifier relies on 
12 support vectors obtaining 85% of accuracy, while the 
baseline achieves a similar result, i.e., 85% on the test set 
with 38 support vectors.

Finally, AIDS can be solved as efficiently as the base-
line with Linear-SVMs. Indeed, the same accuracy, i.e., 
98% , can be attained using K = 2 and 5 support vectors. 
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Fig. 10   Case Study B (no weight to sparsity) results
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Conversely, the baseline scores a similar number of sup-
port vectors, i.e., 3.

As in the previous case study, no beneficial effects can 
be spot from the neglected objective function point of 
view, that in this case coincides with the sparsity of the 
alphabet. Indeed, all the aforementioned results come at 
cost of a considerable higher number of symbols in the 
ensemble of classifiers.

Case Study C: Priority to Accuracy Performance
In the last case study, we choose the TOPSIS weighting 

vector � =
[
1

2

1

4

1

4

]
 . This configuration drives the TOPSIS 

decision making process mainly toward solutions featured 
by low error rate, that is, we are prioritizing the minimiza-
tion of f1 in the ranking process. Nonetheless, structural 
complexity and sparsity of the alphabet are not totally 
neglected as in the two previous case studies. As instead, 
f2 and f3 have the same importance, being equally 
weighted in the selection phase. The Pareto Frontiers with 
the highlighted selected solutions are shown for both Lin-
ear-SVM and RBF-SVM: Letter-H (Fig. 16g, h), Letter-M 
(Fig. 15g, h), Letter-L (Fig. 13g, h), GREC (Fig. 13g, h) 
AIDS (Fig.  12e, f, MUTAG (Fig.  17g, h) and PTC 
(Fig. 17g, h). The results of the ensemble of classifiers in 
terms of accuracy on test set, model structural complexity 
and sparsity of the alphabets are shown, respectively, in 
Fig. 11a–c accordingly to the number of K of classifiers in 
the ensemble.

For GREC, already with K = 2 classifiers in ensemble, 
the same accuracy of the baseline result can be achieved 
using Linear-SVM classifiers ( ≈ 92% ). On the other 
hand, the ensemble relies only on 35 symbols against 113 
employed with best solution in terms of accuracy. From the 
model complexity point of view, the ensemble is not able 
to improve the baseline since it requires only 185 support 
vectors against 332 needed for the ensemble. Notably, the 

ensemble outperforms the baseline when more than K = 3 
classifier are employed, where the best result, i.e., ≈ 95% , is 
obtained with K = 4 classifiers. Even though this improve-
ment comes at the cost of an higher structural complexity, as 
long as the number of classifiers is limited below K = 8 , the 
ensemble still exploits a lower number of symbols. Nonethe-
less, in the considered problem, the SVM with RBF kernel 
is able to reach the performance of the baseline ( ≈ 85% at 
K = 4 ) without improving any of the two other objective 
functions.

For Letter-L, the benefit of the ensemble can be sum-
marized as follows: in case of linear kernel, K = 3 classi-
fiers are able to perform equally to the baseline ( ≈ 98% ) 
with improvements in terms of sparsity, i.e., 85 symbols 
for ensemble against 139 for the baseline. Conversely, no 
major benefits are witnessed under the model structural 
complexity point of view. When equipped with RBF ker-
nel, the ensemble with K = 3 classifiers achieved similar 
results to the baseline, respectively, 96% and 97% of accu-
racy. Similarly to the linear case, the only improvement 
regards the sparsity, where the classifier shows a minimal 
boost, i.e., 29 symbols against 48 in the baseline.

For Letter-M, the results are quite similar to Letter-
L. If Linear-SVMs are considered, the ensemble attained 
the same baseline results in terms of accuracy with K = 3 
classifiers, i.e., ≈ 94% , only improving the sparsity (160 
symbols in alphabet against 184 of the baseline). On the 
other hand, the kernelized SVM is able to attain the best 
solution in terms of accuracy with K = 5 without improv-
ing the other two objective functions.

For Letter-H, the linear kernel achieved similar perfor-
mances with respect to the baseline using K = 3 classifiers, 
respectively, 91% and 93% . The sparsity of the alphabet 
with such ensemble results comparable with the baseline, 
i.e., ≈ 225 symbols, while the structural complexity of the 
ensemble is considerably worsen. With K = 4 , the RBF 
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Fig. 11   Case Study C (priority to accuracy performance) results
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kernel counterpart attained the baseline solution ( ≈ 91% ) 
but no major improvement can be observed in terms of 
number of support vectors and sparsity. For MUTAG, 
when the Linear kernel is considered, the ensemble with 
K = 4 classifiers achieves performances ( 85% ) compara-
ble with the baseline method in terms of accuracy ( 87% ) 
with a major improvement in terms of both complexity 
and sparsity: 8 support vectors for the ensemble against 
38 in the baseline and 12 symbols (ensemble) versus 37 
(baseline). On the other hand, the RBF kernel attained 
same accuracy of the baseline ( 85% ) with K = 2 classi-
fiers without improving the other two objective functions.

For PTC, the linear kernel SVM with K = 1 obtains the 
same performances of the baseline simultaneously improv-
ing both complexity (1 support vector in ensemble against 
97 for the baseline) and sparsity (3 total symbols in alpha-
bets against 94 for the baseline). Conversely, with the RBF 
kernel, it is not possible to achieve comparable results in 
terms of accuracy, regardless of the number of classifiers 
in the ensemble since in all configurations the maximum 
accuracy score obtained is less than 54%.

Finally, AIDS dataset behave as the baseline solution 
with Linear-SVMs, approaching 98% of accuracy with 
same number of symbols and support vectors. Conversely, 
when SVMs are equipped with the RBF kernel, the ensem-
ble is considerably less accurate of the best solution, show-
ing more than 18% of performance shift.

Conclusions

In this paper, we have addressed the possibility of syn-
thesizing a GrC-based pattern recognition system in the 
graph domain via MOO. Conversely to the vast majority 
of the current works in the literature, our approach aims 
at simultaneously minimizing: 

1.	 an error term on the validation set;
2.	 the number of symbols (i.e., features) for embedding the 

graphs into a geometric space;
3.	 the structural complexity of the classification model.

The variable space of the MOO optimizer (NSGA-II) 
includes the parameters of the granulation module, the 
weights of the dissimilarity measure and the hyperparam-
eters of the classifiers. As the latter point is concerned, 
we tested a linear SVM and a non-linear SVM equipped 
with the RBF kernel. Finally, we explored the possibility 
of selecting a small and finite number of K Pareto-efficient 
solutions for building an ensemble of classifiers. The pecu-
liarity of the ensemble is that each classifier composing 
the ensemble is a different solution drawn from the Pareto 
Frontier, hence operates in a different embedding space 

and exploits different SVM hyperparameters, along with 
different dissimilarity measure parameters.

In order to study the behavior of the ensemble (as a 
function of the number of classifiers), we also considered 
a uniform weighting case alongside three different case 
studies (that differ on how much each objective function 
weights in the selection of the solutions from the Pareto 
Frontier) and three baseline cases (where three best solu-
tions from the Pareto Frontier are the one that minimize 
each objective function, independently).

Our findings can be summarized as follows: 

1.	 Linear-SVMs are more suitable for being stacked in the 
ensemble: in fact, RBF-SVMs require more classifiers in 
the ensemble to reach a similar accuracy with respect to 
the baseline case. This, in turn, yields a higher number 
of support vectors and a higher number of symbols.

2.	 Taking into account the number of symbols rather than 
the number of support vectors has a more beneficial 
impact on the performance of the classifiers: in fact, we 
observed that a joint optimization of performance and 
sparsity yields ensemble models that improve against 
the baseline case in terms of number of symbols and 
accuracy on the test set. The same does not hold when 
TOPSIS selects Pareto optimal solutions by jointly con-
sidering the number of support vectors and performance.

3.	 There seem to exist a cutoff K value for which the 
ensemble is able to reach the same performance of the 
baseline case that maximizes the accuracy: in many 
cases, this yields an ensemble that shows a favorable 
behavior for another objective function (be it the number 
of symbols or the number of support vectors). However, 
once this cutoff K has past, the growth of the number 
of support vectors and/or symbols does not justify any 
possible improvements in terms of performances.

A Pareto Fronts with Selected Solutions

In this Appendix, we show the 3D Pareto Fronts (pairwise 
2D projections are omitted for brevity) highlighting the 
top K = 10 solutions returned by TOPSIS under different 
weighting schemes. In particular, Figs. 12, 13, 14, 15, 16, 17 
and 18 depict the Pareto Fronts for AIDS, GREC, Letter-L, 
Letter-M, Letter-H, MUTAG and PTC, respectively. Each 
figure features a 4 × 2 layout, where each column correspond 
to a classifier (Linear-SVM or RBF-SVM) and each row cor-
responds to a different weighting scheme, according to the 
different scenarios presented in “Computational Results”. 
Selected solutions are highlighted via a color scale ranging 
from red (top ranked solutions) to yellow (least ranked solu-
tions), with the remaining solutions featuring the ‘standard’ 
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Fig. 12   Dataset: AIDS. Left panels correspond to Linear-SVM, right panels correspond to RBF-SVM



	 SN Computer Science (2022) 3:436436  Page 20 of 28

SN Computer Science

0
50

100

Performance
0

50

100

Complexity

0

2

4

Sp
ar

si
ty

(a) Uniform weighting

0
20

40
60

80

Performance
0

50

Complexity

0

1

2

Sp
ar

si
ty

(b) Uniform weighting

0
50

100

Performance
0

50

100

Complexity

0

2

4

Sp
ar

si
ty

(c) Case Study A

0
20

40
60

80

Performance
0

50

Complexity

0

1

2

Sp
ar

si
ty

(d) Case Study A

0
50

100

Performance
0

50

100

Complexity

0

2

4

Sp
ar

si
ty

(e) Case Study B

0
20

40
60

80

Performance
0

50

Complexity

0

1

2

Sp
ar

si
ty

(f) Case Study B

0
50

100

Performance
0

50

100

Complexity

0

2

4

Sp
ar

si
ty

(g) Case Study C

0
20

40
60

80

Performance
0

50

Complexity

0

1

2

Sp
ar

si
ty

(h) Case Study C

Fig. 13   Dataset: GREC. Left panels correspond to Linear-SVM, right panels correspond to RBF-SVM
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Fig. 14   Dataset: Letter-L. Left panels correspond to Linear-SVM, right panels correspond to RBF-SVM
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Fig. 15   Dataset: Letter-M. Left panels correspond to Linear-SVM, right panels correspond to RBF-SVM
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Fig. 16   Dataset: Letter-H. Left panels correspond to Linear-SVM, right panels correspond to RBF-SVM
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Fig. 17   Dataset: MUTAG. Left panels correspond to Linear-SVM, right panels correspond to RBF-SVM
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Fig. 18   Dataset: PTC. Left panels correspond to Linear-SVM, right panels correspond to RBF-SVM
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blue color (already in Figs. 1, 2, 3, 4, 5). Worthy of atten-
tion are Figs. 12, 17 and 18 (AIDS, MUTAG and PTC): in 
fact, since the N solutions are overlapping into few points 
on the Pareto Front, selected solutions are overlapping to 
non-selected solutions.
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