
Vol.:(0123456789)

SN Computer Science (2022) 3:261 
https://doi.org/10.1007/s42979-022-01131-y

SN Computer Science

ORIGINAL RESEARCH

Deep Learning for Visual‑Features Extraction Based Personalized User 
Modeling

Aymen Ben Hassen1   · Sonia Ben Ticha1 · Anja Habacha Chaibi1

Received: 24 August 2021 / Accepted: 4 April 2022 / Published online: 30 April 2022 
© The Author(s), under exclusive licence to Springer Nature Singapore Pte Ltd 2022

Abstract
Personalized Recommender Systems help users to choose relevant resources and items from many choices, which is an 
important challenge that remains actuality today. In recent years, we have witnessed the success of deep learning in several 
research areas, such as computer vision, natural language processing, and image processing. In this paper, we present a new 
approach exploiting the images describing items to build a new user’s personalized model. With this aim, we use deep learn-
ing to extract and reduction dimensionality of latent features describing images. Then we associate these latents features 
with user  preferences to build the personalized model. This model was used in a Collaborative Filtering (CF) algorithm to 
make recommendations. Experimentally, to evaluate our approach, we apply our approach on two large real data of differents 
domains, such as fashion and movies, using fashion data sets from Amazon.com and movies data sets from MovieLens, where 
we show that the best performance of clothing image is more important than the poster of a movie, which explains that the 
fashion image has an importance in the preferences of the users. Finally, we compare our results to other approaches based 
on collaborative filtering algorithms.

Keywords  Visual features · Deep learning · Transfer learning · Auto-encoder · Recommender systems · Personalized user 
modeling

Introduction

Every day we are overwhelmed by many choices. Which 
news or book to read? Which product to buy? Which music 
to listen or movie to watch? The sizes of these decision areas 
are often massive. Personalized recommender systems are 
a solution to this information overload problem. The main 
purpose of these systems is to provide the user with recom-
mendations that reflect their personal preferences. Although 

existing recommendation systems are successful in produc-
ing relevant recommendations, they face several challenges, 
such as cold start, scalability problem, data sparsity problem 
and support for complex data (audio, image, video) describ-
ing items to be recommended.

In recent years, we have witnessed the success of deep 
learning in several research areas. Furthermore, Deep learn-
ing models have recently provided exceptional performance 
and have shown great potential for learning effective repre-
sentations of data of complex types (e.g., effective repre-
sentation of functionalities from the content of the image). 
The influence of deep learning is also ubiquitous, recently 
demonstrating its effectiveness when applied to information 
retrieval and recommender systems [38]. After its relatively 
slow adoption by the recommender system community, deep 
learning for recommender systems became popular as of 
2016 [18].

The most two widely used approaches in personalized 
recommender systems are Collaborative Filtering (CF), and 
Content-Based Filtering (CB). CB filtering uses item fea-
tures for a recommendation, while CF filtering uses only 
the user-rating data to make predictions. Content-based 
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recommendation and collaborative recommendation have 
often been considered complementary [1]. A hybrid recom-
mendation system is a system that combines two or more dif-
ferent recommendation techniques. There are many ways to 
hybridize and no consensus has been reached by the research 
community.

Here we are interested in applications in which visual 
decision factors has a significant impact on consumers’ deci-
sions, such as fashion and movies recommendation. In such 
settings, visual features play a key role naturally one would 
not watch a movie without being able to see a poster of this 
movie [33] , the same with fashion, one would not buy a 
t-shirt from Amazon without being able to see a image of 
the product, no matter what ratings or reviews the product 
had. Likewise then, when building a recommender system, 
we argue that this important source of information should be 
accounted for when modeling users’ preferences. The users 
preferences are then used in a collaborative recommendation 
algorithm user-based to determine the K nearest neighbors 
of each user.

In previous work [2] we have presented solutions based 
on deep learing exploiting the images describing items to 
build the user’s personalized model and then to make recom-
mendations by applying a CF algorithm. We have proposed 
to apply transfer learning to extract latent features of images 
describing items. We have experimented with our approach 
only in the area of movie recommendation and more spe-
cifically MovieLens data sets. In this paper, we present a 
new approach exploiting only the images describing items 
to build the user’s personalized model and then to make rec-
ommendations by applying a CF algorithm. Due to the high 
number of latents features from images, and to reduce the 
expensiveness of user similarity computing, we propose a 
solution based on deep learing to reduce the size of the num-
ber of features of the Items Profile using different methods 
of dimension reduction. We compare also our results on two 
differents domains, such as fashion and movies.

Specifically, our system consists of three components, the 
first component consists of Visual Features using transfer 
learning to extract latent features describing images of items 
and Autoencoder for dimensionality reduction. The second 
component consists in learning the personalized user model 
by inferring user preferences for latent features of images. 
The third component consists of using the personalized user 
model to calculate the k nearest neighbors of each user and 
finally to make recommendations by applying a user-based 
CF algorithm.

To take into account the scalability problem, the user 
model is computed offline and only recommendations are 
predicted online. To evaluate the performance of our recom-
mender system, we adopted an empirical approach.

In the remainder of this paper, we give in “Related Work”, 
an overview of related work on the use of deep learning for 

recommender systems. The proposed approach is described 
in “Proposed Approach”. The experimental results of our 
approach are given in “Performance Study”. Finally, in 
“Conclusions”, we conclude with a summary of our find-
ings and some directions for future work.

Related Work

Recent years have witnessed a considerable interest in deep 
learning in visual features. Feature learning plays an impor-
tant role in computer vision. Increasingly more advanced 
technologies contribute to extracting the features describing 
content of items. We will introduce a brief literature review 
of deep learning for features extraction.

Deep Learning is one of the next big things in recommen-
dation systems technology. The increasing of the number of 
studies combining deep learning and recommendation sys-
tems may be related to the popularity and overall effective-
ness of deep learning in computer science. Concerning rec-
ommendation systems, deep learning models have been very 
successful in learning from different sources and extract-
ing latent features from the complex data used for recom-
mendation. Considering the capacity to big data processing 
capabilities and interpreting the current trend by applying 
deep models to recommendation systems, it can be said that 
collaboration between the two fields will continue to gain 
popularity soon [38].

Deng et al. [8] proposed a deep learning-based matrix 
factorization, which employed deep autoencoder to gener-
ate initial vectors of users and items and adopted matrix 
factorization with the pretrained vectors to prediction for 
recommendation in social rating networks. However, it also 
requires additional information of user relationship and 
interest to produce estimation. Hongliang et al. [16] learned 
deep features by combining the deep belief network (DBN) 
with a collaborative filtering algorithm to build a video rec-
ommendation system. As a typical network of deep learn-
ing, the convolutional neural network (CNN) can learn an 
abstract image deep feature by sharing the local weights 
[27].

The CNN can directly input the original image and avoid 
the complex preprocessing; thus, the deep feature learning 
from a CNN has been widely used in large-scale image pro-
cessing and analysis. At present, many researchers have com-
bined deep features into recommendation tasks. Geng et al. 
[12] utilized the CNN to learn the relationships between an 
image feature and a user deep feature and then implemented 
the recommendation in social networks. Van Den Oord et al. 
[34] predicted the latent relationships among resources and 
completed the relevant recommendations by learning deep fea-
ture. Experiments show that a deep network can obtain better 
results than shallow neural networks. Lei et al. [21] designed 
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a double convolution network structure by mapping hetero-
geneous information into the same space. The user’s inter-
est was learned through computing the relationships between 
images and users. The above studies have proved that the 
CNN can efficiently learn the latent content features of large-
scale images by the unique convolutional structure. This great 
advantage can make a contribution to the analysis of diverse 
social image data.

To extend their expressive power, various works exploited 
image data [2, 4–6, 21, 23, 37, 39]. Image is a favorable rec-
ommendation item content, as it plays an important role in 
entertainment, knowledge acquisition, education and social 
networks. For example, Ben Hassen and Ben Ticha [2] used 
deep learning to build the user’s personalized model using 
transfer learning to extract latent features of images describing 
items and then to make movies recommendations, Cui et al. [6] 
infused product images and item descriptions together to make 
dynamic predictions, Chu et al. [5] exploited the effectiveness 
of visual information (for example, images of dining dishes 
and restaurant furniture) for SR of restaurants. Yu et al. [37] 
proposed a coupled matrix and tensor factorization model for 
aesthetic-based clothing recommendation, in which CNNs is 
used to learn the images features and aesthetic features.

Zhou et al. [39] extracted visual features from images 
to use visual profiles of user interest in a hotel reservation 
system. Lei et al. [21] proposed a comparative deep learning 
model with a Convolutional neural network for a recom-
mendation based on the personalized image. Nguyen et al. 
[23] presented a personalized recommendation approach 
for image tags taking into account the item’s content based, 
which combines historical tags information and image fea-
tures in a factorization model. Using transfer learning, they 
apply deep learning techniques to classify images to extract 
latent features from images. Biadsy et al. [4] used item-based 
transfer learning to solve the problem of data sparsity when 
user preferences in the target domain are rare or unavail-
able, while the information needed for preferences exists in 
another field.

After a review of the state of the art, we found that deep 
learning has been used in many works to address some chal-
lenges of recommendation systems, including data sparsity, 
cold start, and scalability. Recent work has also demon-
strated its effectiveness when applied to the processing 
and features extraction from data source describing items 
(image).

Proposed Approach

Our goal is to extract first latent features from images 
describing the content of items, second to reduce the dimen-
sion of this features and thereafter infer user preferences for 
these features from their preferences for items.

The idea is to exploit the power of deep learning to extract 
latent features describing images and to reduce the dimen-
sionality. Then, to build a new user’s personalized model for 
personalized user modeling. To that end, we make recom-
mendations by applying a user-based collaborative filter-
ing algorithm. In our approach, each item is described only 
by one image. Once the latent features of each item have 
been extracted, they are used for personalized user modeling 
which will be used in a collaborative filtering algorithm to 
do recommendations.

Architecture

The general architecture of our approach is presented in 
Fig.  1. Our approach consists of three main components:

Component 1. Visual Features from Images: this 
component extracts the latent features by applying transfer 
learning technique and reduces the dimensionality of each 
this features of items using Autoencoder. The result of this 
component is a matrix of items profiles.

Component 2. Personalized user modeling: this com-
ponent learns the personalized model of users by inferring 
the utility of each feature extracted for each user, by combin-
ing items profiles with the user preferences (rating matrix).

Component 3. Recommendations: This component is 
responsible for recommending the most relevant items to 
the current user by calculating the vote prediction for items 
that are unknown to him. The vote prediction is calculated 
from its K-Nearest-Neighbors by applying a collaborative 
user-based filtering algorithm. The personalized user model 
is then used to compute similarities between users in a user 
based collaborative algorithm using the rating matrix.

Visual Features from Images

The idea of this component as shown in figure is to extract 
latent features from images describing item using transfer 
learning and to reduce the dimensionality of this features 
using autoencoder.

INPUT: Images describing items. The entry for this 
component is the set of images describing items. Each item 
is described by only color image in RGB (Red, Green, Blue) 
values of size (M ’, N’). Each image is modeled by three 
matrices of size (M ’, N’). A matrix R (M ’, N’) for the 
color red R, a matrix V (M ’, N’) for the color green V and 
a matrix B (M ’, N’) for the color blue B, so the pixel i, j has 
three values :

–	 R(i, j) : represents the intensity of red color of pixel (i, j) 
.

–	 V(i, j) : represents the intensity of green color of pixel 
(i, j) .
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–	 B(i, j) : represents the intensity of blue color of pixel (i, j) 
.

OUTPUT: Profile of items. After feature extraction and 
dimensionality reduction, we obtain the latent features of 
images, which will represent items profile. The profile of the 
items is then modeled by a matrix of dimension (N, K) , N is 
the number of items and K is the number of latent features 
extracted which we will call Matrix Items Profile MIP(N,K) , 
given by (Table  1): where fij = MIP(i, fj) represents the 
value of feature fj in item i, thus each item i is modeled by a 
vector �

�
 of dimension K defined by

Features Extraction

Lately, deep learning showing significant improvement in 
the computer vision community using the huge number of 
imaging data sets. Though deep learning a significant num-
ber of features are extracted through different layers [7, 24, 
28].

Feature extraction is an important technique commonly 
used in image processing. This technique designates the 
methods that select and/or combine variables in features. 
Feature extraction is used to detect features, such as the 
geometric shape in an image. To do this, we use transfer 
learning technique to extract latent features of item images. 

�
�
= (fij )(j=1,…,K) =

⎛⎜⎜⎝

fi1
⋮

fik

⎞⎟⎟⎠

Transfer learning provides a pre-trained model on large sets 
of images.

This component extract features using transfer learning 
which is a deep learning technique that uses the convolu-
tional layers with the correction layer ReLu (Linear rectifica-
tion), some of which are followed by Max-Pooling layers.

Transfer Learning
Transfer learning [19] is a deep learning method and 

strategy that search to optimize performance on machine 
learning based on knowledge and other tasks done by 
another machine learning [36]. Moreover, transfer learning 
can be a powerful tool for learning on a large target network 
without overfitting. In addition, transfer learning helps us 
to use existing models for our tasks. The reasons for using 
pre-trained models are as follows: first, to transfer a learning 
by reusing the same model to extract features from a new 
image data set. Second, it takes more power computing to 
learn huge models on large data sets. Third, to take a long 
time to learn the network.

Therefore, we use Transfer Learning method to extract 
features describing images of items in our data set. We 
generally observe that the initial layers capture the generic 

Fig. 1   Proposed architecture

Table 1   Matrix items profile 
(MIP)

f
1

. fj . fK

1 f
11

f
1j f

1K

⋮ ⋱ ⋮

i . fij .
⋮ ⋮ ⋱

N fN1 fNj fNK
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features, while the deeper ones become more specific in 
features extraction. It consists in exploiting pre-trained 
models on large complex data sets. There are many CNN 
architectures, such as VGG, ConvNet [29], ResNet [30], etc. 
In the proposed transfer learning method, we used VGG-16 
and VGG-19 as basic models [29], previously pre-trained 
for feature extraction task from ImageNet data set1. Ima-
geNet is a data set of over 15 million labeled high-resolution 
images belonging to roughly 22,000 categories. Moreover, 
it is organized according to the WordNet hierarchy. We use 
convolutional layers of two models to extract features from 
our data set, and we eliminate fully connected layers for clas-
sification task. Therefore, VGG architecture for the two pre-
trained models is a composite of five blocks of convolutional 
layers, some of which are followed by Max-Pooling layers.

The image is passed through a stack of convolutional lay-
ers, where the filters were used with a very small receptive 
field: 3 × 3 . In one of the configurations, it also utilizes 2 × 2 
convolution filters, which can be seen as a linear transforma-
tion of the input channels. The convolution stride is fixed to 
1 pixel, the spatial padding of convolutional layer input is 
such that the spatial resolution is preserved after convolu-
tion, i.e., the padding is 1-pixel for 3 × 3 convolutional lay-
ers. Spatial pooling is carried out by five max-pooling layers, 
which follow some of the convolutional layers. Max-pooling 
is performed over a 3 × 3 pixel window, with stride 2. In 
the VGG16: 13 convolutional layers. In the VGG19 model: 
16 convolutional layers. The width of convolutional layers 
(the number of channels) is rather small, starting from 64 in 
the first layer and then increasing by a factor of 2 after each 
max-pooling layer, until it reaches 512.

Dimension Reduction

The dimension reduction methods make it possible to project 
the features into a reduced dimension to deal with the scala-
bility problems [26]. Several techniques exist in the literature 
for reducing the dimension of a matrix. Elkahky et al. [11] 
used Top-K features dimension reduction technique, such 
as selecting the most relevant Top-K features (eliminating 
non-significant features with a high zero rate). In addition, 
they use RBM2 to reduce the size to manage large-scale data 
sets. Desrosiers et al. [9] used other methods, such as SVD3 
[20], that is to reduce the dimension of rating matrix, or to 
reduce the dimension of similarity matrix. Wang et al. [35] 
used an Auto-Encoder (AE) to reduce the size of data set and 
compare this technique with different dimension reduction 
techniques.

The number K of features thus obtained may be very 
high. It would be interesting to be able to reduce the K 
dimension of the MIP matrix by reducing the number of 
features and thus deal with the scalability problems. We 
choose to reduce the number of features of the MIP (Matrix 
Items Profile) using as techniques the Top-K features, SVD 
and Auto-Encoder.

We propose as a first solution, to apply a Top-K fea-
tures, this technique selects the most relevant features. 
More specifically, we eliminated features with a number of 
zero greater than a given threshold NF that is determined 
empirically.

Singular Value Decomposition (SVD) allows us to pro-
ject a dimension of the matrix (either rows l or columns c) 
onto another dimension defined by latent variables described 
by the singular values of initial matrix. The dimension of the 
projection is defined by the number of singular values of the 
initial matrix which is equal to the minimum between l and 
c. Latent semantic analysis (LSA) reduces the projection 
dimension by keeping only the largest R singular values.

We propose as a second solution, to apply a Latent 
Semantic Analysis (LSA) [10] of rank R of MIP matrix. 
The rank R is well below the number of features ( R << |F| ). 
LSA uses a truncated SVD keeping only the R largest singu-
lar values and their associated vectors. Therefore, the rank-
R approximation matrix of the MIP matrix is provided by 
Formula  (1)

The rows in IR are the item vectors in LSA space and the 
rows in V are the feature vectors in LSA space. Thus, each 
item is represented in the LSA space by a set of R latent 
variables instead of the features of F.

Auto-encoder based dimensionality reduction
An auto-encoder [3] is an artificial neural network for 

learning efficient codings, that compresses the data to lower 
dimension and then reconstructs the input back. Auto-
encoder finds the representation of the data in a lower dimen-
sion by focusing more on the important features getting rid 
of noise and redundancy. It is based on encoder–decoder 
architecture, where encoder encodes the high-dimensional 
data to lower dimension and decoder takes the lower dimen-
sional data and tries to reconstruct the original high-dimen-
sional data. It is trained to encode input x into some repre-
sentation y through a deterministic mapping

(1)MIP ≈ IJ,R ∗ �R,R ∗ Vt
R,|F|.

(2)� = s(Wx + b),

1  http://​www.​image-​net.​org/.

2  Restricted Boltzmann Machines.
3  Singular Value Decomposition.

http://www.image-net.org/
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where s is a non-linearity function, such as the sigmoid. 
And the code y is then decoded back into a reconstruction 
of same shape through a similar transformation. Where s is a 
non-linearity function, such as the sigmoid. In addition, the 
code y is then decoded back into a reconstruction of same 
shape through a similar transformation

and reconstruction error is to be minimized.
An auto-encoder with only one hidden layer and the mean 

squared error criterion are used to train the network, then 
the k hidden units learn to project the input in the span of 
the first k principal components of the data. However, if the 
hidden layer is non-linear, the auto-encoder behaves differ-
ently from PCA.

Although auto-encoder has been proposed for a long time, 
it is difficult to train encoders with deep architecture until 
recently Restricted Boltzmann machine (RBM) was used 
to train a Deep Belief Network [15]. Hinton et al. [14] uses 
RBM to train an deep auto-encoder which is used for dimen-
sionality reduction

Personalized User Modeling

In this section, we will present the second component allow-
ing personalized user modeling. The idea is to build a new 
user profile.

INPUT:

–	 Items profile modeled by MIP result of first component.
–	 Usage data is represented by rating matrix Mv having L 

rows and N columns. The lines represent the users and 
the columns represent the items. Ratings are defined on a 
scale of values. The rating matrix has missing value rate 
exceeding 95% , where missing values are indicated by a 
“?”, vu,i the rating of user u for item i, given by (Table  2)

OUTPUT: At the end of personalized user modeling, we 
obtain a personalized user model which is represented by a 
matrix which we will call “Matrix User Profile” ( MUPL,K ) 
without missing values, having L rows representing the 
users and K columns representing the features. This profile 

(3)� = s(W �y + b�),

defines user preferences for the extracted features describing 
the items based on their assessments for these same items. 
MUP(u, f) : represents the utility of feature f for user u as 
shown in Fig.  3.

Personalized user modeling The idea is to infer the utility 
of each feature of items (the result of component 1) for each 
user. To do this we were inspired by [32] which gives differ-
ent formulas for calculating matrix of user profiles. We used 
the formula which gave better results (see following Eq. (4)).

Computing Iu
��������

: 
We denote by Iurelevant the set of relevant items of user u. 

To compute Iurelevant , we used the formula given in [31]. An 
item i is relevant for a user u of U if it satisfies the following 
two conditions:

where vu indicates the average of rating. Using the user’s 
average vote as a threshold to determine the relevance of an 
item has two advantages. The first is to avoid adding a new 
parameter. The second is the personalization of the thresh-
old which allows taking into account the variation in the 
attribution of the marks, since all the users do not rate in 
the same way.

Recommendation

Among the existing collaborative approaches, CF algorithms 
based on the K-Nearest-Neighbors algorithm [9] are very 
popular because of their simplicity, their efficiency, and their 
ability to produce relevant personalized recommendations. 
The idea is to take advantage of the efficiency and simplic-
ity of these algorithms to make recommendations using the 
Personalized User Model to determine the nearest neighbors 
of the current user.

The personalized user model is used to compute simi-
larities between users. Similarities are used to select the 

(4)MUP(u,j) =
∑

i∈Iurelevant

vu,j ×MIP(i,j).

(5)
{

vui ∈ [vmin..vmax] and vneutral =
vmax

2

Iurelevant = {i ∈ Iu ∕ vui ≥ vu and vui > vneutral}
,

Table 2   Rating matrix (Mv) 1 . i . N

1 v
11

? v
1i ? v

1N

⋮ ? ⋱ ⋮ ? ?
u ? … vui … ?
⋮ ? ? ⋮ ⋱ ?
L vL1 ? vLi ? vLN

Table 3   Personalized user 
model (matrix of user profile 
(MUP))

f
1

. fj . fK

1 f
11

f
1j f

1K

⋮ ⋱ ⋮

u … fuj .
⋮ ⋮ ⋱

L fL1 fLj fLK
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K nearest neighbors of the current user in a user-based 
collaborative filtering algorithm [25].

The User Profile u (PUu) is represented by index line 
u in User Profile matrix ( MUP ) modeling the personal-
ized model of users. Computing the similarity between 
two users then amounts to calculating the correlation 
between their two profiles. In our case, the user profile 
u (PUu) models the importance of the hidden features for 
the user u. The Cosine is utilized for calculating the cor-
relation between two users u and v. It is defined by the 
Formula  (6).

To compute predictions of rate value of an item i not 
observed by the current user ua , we applied the Formula  (7) 
keeping only the K nearest neighbors. The similarity 
between u and ua being determined in our case from their 
user profiles applying the Formula  (7).

The rating prediction in our approach is calculated by apply-
ing user-based collaborative filtering algorithm. In the 
standard algorithm, the similarity between users is calcu-
lated from rating matrix. In our case, we use MUP matrix 

(6)sim(u, v) = cos(��
�
,��

�
) =

��
�
⋅ ��

�

||��
�

|| ||��
�
||.

(7)

pred(ua, i) = ̄vua +

∑
k nearest neighbors sim (ua, u)(uui − v̄u)∑

k nearest neighbors � sim (ua, u)�
.

modeling the personalized users profile to calculate the simi-
larity between users.

Our approach provides solutions to the scalability prob-
lem. The first two components, namely, feature extraction 
and personalized user modeling, are executed in offline 
mode. To reduce the time complexity of computing the rat-
ing prediction, the determination of K nearest neighbors of 
each user is also computed in offline mode, keeping only 
the k nearest to them. The calculation of predictions for the 
current user is executed in real-time during his interaction 
with e-service (Fig. 2).

Performance Study

A recommendation algorithm aims to improve the useful-
ness of an e-service towards its users by increasing their 
satisfaction. Thus, measuring user satisfaction in terms of 
recommendation represents an important evaluation crite-
rion for any recommendation algorithm.

To evaluate our approach, we opted for offline evaluation 
mode. The offline evaluation allows the performance of sev-
eral recommendation algorithms to be compared objectively. 
We have adopted an empirical approach. The performances 
of our approach were analysed through different experiments 
on data sets.

We evaluated the performance of our approach by meas-
uring the accuracy of the recommendations, which measures 

Fig. 2   Synthesis of our approach
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the capacity of a recommendation system to predict recom-
mendations that are relevant to its users. We measured the 
accuracy of the prediction by calculating the Root Mean 
Square Error (RMSE) [13], which is the most widely used 
metric in CF research literature.

where T is the set of couples (u, i) of Rtest for which the 
recommendation system predicted the value of the vote. It 
computes the average of the square root difference between 
the predictions and true ratings in the test data set, lowers 
the RMSE is, better the accuracy of predictions.

Experimental Data Sets

We experimented our approach to real data from two differ-
ent fields of applications in the area of movie and clothing.

–	 Movies data sets: We use two data sets: data set for item 
content and data set to train the recommendation models.

For the item content data, we used the TMDb4 (The Movie 
Database) data set to extract movie posters. TMDb provides 
the content of items data set and contains 10,590 movie post-
ers with an image size of 500 by 750.

We used the HetRec 2011 data set of the MovieLens 
recommender system5 [17] that links the movies of Mov-
ieLens data set with their corresponding web pages at Inter-
net Movie Database (IMDb), which contain user ratings. 
The HetRec-2011 data set provides the usage data set and 
contains 1,000,209 explicit ratings of approximately 3900 
movies made by 6040 users with approximately 95% of miss-
ing values.

The usage data set has been sorted by the timestamps, 
in ascending order, and has been divided into a training set 
(including the first 80% of all ratings) and a test set (the last 
20% of all ratings). Thus, ratings of each user in the test set 
have been assigned after those of the training set.

–	 Fashion data sets: The Amazon data set is the consump-
tion records from Amazon.com [22]. In this paper, we 
use the clothing shoes and jewelry category filtered with 
5-score (remove users and items with less than 5 pur-
chase records) to train all recommendation models. There 
are 39,371 users, 23,022 items, and 278,677 records in 
total. The sparsity of the data set is 99.969% . The images 
available from this data set are of high quality (typically 

(8)RMSE =

�∑
(u,i)∈T (pred(u, i) − vui)

2

�T� ,

centered on a white background) and have previously 
been shown to be effective for recommendation tasks.

Performance Evaluation of Features Extraction 
with VGG Models

To evaluate our approach, first, we started by features extrac-
tion, and we took all the features extracted of transfer learn-
ing. We used the pre-trained models VGG16 and VGG19 for 
transfer learning technique in the first component 3.2 (Vis-
ual Features from Images) available included in the library 
keras6 with Python programming language7 with version 3.7 
and run on TensorFlow8.

This technique gives us profile item modeled by Matrix 
Item Profile (MIP) containing the latent features for each 
movie poster i. Items in the row and the features of each item 
in the column. Each element has the importance of feature f 
for each item i which is a value between [0.100].

The precisions of the two models (VGG16 and VGG19) 
from two different fields of applications (movies and fash-
ion) are shown in Fig.  3. The RMSE is plotted against the 
number K of neighbors. In all cases, the RMSE converges 
between 50 and 60 neighbors. The accuracy of predictions 
ratings of the VGG19 model is higher than that observed by 
VGG16, for all the neighbors. The best performance from 
movies-data set is obtained by VGG19 whose RMSE value 
is equal to 0.9263 for 60 neighbors. For VGG16, the best 
performance is obtained for the same number of neighbors 
with a RMSE equal to 0.9309. On the other hand, the best 
performance from fashion-data set is obtained by VGG19 
whose RMSE value is equal to 0.9161 for 60 neighbors. 
For VGG16, the best performance is obtained for the same 
number of neighbors with a RMSE equal to 0.9243.

Performance Evaluation of Dimension Reduction

Dimension Reduction with Top‑K Features

To improve the performance of our approach, we reduced 
the size of the Matrix Items Profile (MIP) by selecting the 
most relevant features. More specifically, we eliminated the 
features with a number of zero greater than a given threshold 
= “ NFzero ” that is determined empirically. Where threshold 
is the rate % of zero in the features.

Figure  4 illustrates the performance of selecting the fea-
tures “ NFzero ” in fixing K = 60 of K-Nearest-Neighbors. In 
fact, for the VGG19 model, the initial number of features 
is equal to 25028, the selection of features from the item 

4  https://​www.​themo​viedb.​org/.
5  https://​group​lens.​org/​datas​ets/​hetrec-​2011/.

6  https://​keras.​io/.
7  https://​www.​python.​org/.
8  https://​www.​tenso​rflow.​org/.

https://www.themoviedb.org/
https://grouplens.org/datasets/hetrec-2011/
https://keras.io/
https://www.python.org/
https://www.tensorflow.org/
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profile matrix (MIP) is 0% , the accuracy of recommenda-
tions of film-images which has reached the value of RMSE 
= 0.9263. On the other hand, the accuracy of recommen-
dations of fashion-images reached the value of RMSE = 
0.9161 of the accuracy of recommendations.

The feature selection of the matrix item profile increases 
the accuracy until its rank reaches a threshold value of the 
Percentage selection of features from which the accuracy 
begins to decrease. This observation remains the same with 
the other data set. The threshold value for the accuracy of 

recommendations of the VGG19 model of movies-data set 
is equal to RMSE = 0.9165 corresponds to 50% of the selec-
tion of features from the Matrix Item Profile (MIP). On the 
other hand, with fashion-data set, the threshold value for the 
accuracy of recommendations is equal to RMSE = 0.9040 
corresponds to 60% of the selection of features.

The dimension reduction made possible not only to 
reduce the size of the model and thus to improve its perfor-
mance in terms of scalability, but also to improve its perfor-
mance in terms of precision of the recommendations.

Dimension Reduction with LSA

In Fig.  5, the RMSE has been plotted with respect to the 
LSA rank. We reduce the size of MSI in fixing k = 60 of 

Fig. 3   Evaluation with VGG 
models
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Fig. 5   Performance Evaluation of LSA
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K-Nearest-Neighbors of the VGG-19 model by applying 
a LSA with rank R. The performances are compared with 
those obtained without reduction of the dimension (curve 
in green).

The factorization of a matrix MPI (10,590, 25,028) is 
the application an SVD, so the number of latent features 
is equal to R = min (10,590, 25,028). The factorization of 
MPI matrix resulted in a degradation of precision of the 
recommendations which reached the value of RMSE = 
0.9477 for R = 10,590 against RMSE = 0.9263 without 
factorization. The dimension reduction increases the pre-
cision until reaching a threshold value of R from which 
the precision begins to decrease. The optimum is reached 
for R equal to 1000 with RMSE = 0.9239 slightly better 
than that obtained without dimension reduction (RMSE 
= 0.9263). Although the LSA does not improve the accu-
racy, dimension reduction is significant. Thus, it allows to 
reduce the cost of users similarity computing, specially 
when the number of features is very high.

Dimension Reduction with Auto‑encoder

To improve the performance of our approach, we also use 
auto-encoder to reduce the dimension of image feature 
space. Figure  6 illustrates the performance of auto-encoder, 
the RMSE has been plotted with respect to the number K 
of neighbors in the k-Nearest-Neighbor algorithm, with 
K ∈ [10, 100] . The precisions of the VGG19 model from 
two different fields of applications (movies and fashion) are 
shown in Fig.  6. The RMSE is plotted against the number 
K of neighbors. In all cases, the RMSE converges between 
50 and 60 neighbors. The accuracy of predictions ratings 
when applying auto-encoder is higher than that observed 
without any method of dimension reduction, for all the 
neighbors. The best performance is obtained from fashion-
field by VGG19 whose RMSE value is equal to 0.9041 for 
60 neighbors.

On the other hand, the best performance from movie-field 
is obtained by VGG19 by applying Auto-encoder whose 
RMSE value is equal to 0.9116 for 60 neighbors. In fact, we 
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can say that the best performance which apply autoencoder 
with fashion-field of VGG19 model.

Comparative Results of Our Approach Against Other 
Approaches Based on CF

In Fig.  7, the RMSE has been plotted with respect to the 
number K of neighbors in the k-Nearest-Neighbor algorithm, 
with K ∈ [10, 100] . We compared the performance of our 
approach using VGG19 model compared to our previous 
work “Transfer Learning to Extract Features for Personal-
ized User Modeling” [2] and to a “User Semantic Collabo-
rative Filtering” approach [31] which treated with different 
text attributes describing movies (Genre, Origin).

We represented the performances of different experiments 
on the two data set:

- MovieLens data set: the Genre of movie attribute (e.g., 
comedy, drama) represented by the “Genre” plot, the movie 
poster without reduction of the dimension represented by 
the “VGG19 -Film- without reduction” plot and the movie 
poster with different methods of dimensions reduction with 
Autoencoder and Top-K features in size.

- Amazon data set:We evaluated the performance of 
our approach of fashion data set with VGG19 model using 
different methods of dimension reduction(Autoencoder and 
Top-K features) in size of the number of features for items 
profile.

By analyzing the plots of the graph, we see that all the 
plots have the same appearance, the RMSE decreases to a 
given value of K (The Nearest Neighbors) then increase. All 
the plots converge for N between 50 and 60 neighbors. Using 
Movielens data set, the accuracy of the genre rating predic-
tions is higher than that observed by when using VGG19 
with Autoencoder method, which themselves are higher to 
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those recorded by our previous approach [2] which processes 
the image content of items using VGG19 and this for all 
neighbors. The best performance is obtained by the movie 
Genre attribute whose RMSE value is equal to 0.9044 for 
60 neighbors, again of the order of 1 point compared to our 
approach with AE whose RMSE is equal to 0.9116 for the 
same number of neighbors.

Using amazon data set, which processes the clothing 
image content of items the accuracy of VGG19 model of 
extraction features and with Autoencoder reduction method 
is higher than that observed by when using VGG19 with 
topK features and this for all neighbors. The best perfor-
mance is obtained by AE method whose RMSE value is 
equal to 0.9041 for 60 neighbors, again of the order of 2 
points compared to our approach with TopK features whose 
RMSE is equal to 0.9063 for the same number of neighbors.

Table 4 compares the best performance of each model 
on the two data set (MovieLens and Amazon Fashion) of 
our approach.

In conclusion, we can say that the best performance which 
deals with the textual data describing the item (Genre). The 
results of our approach are acceptable compared to the 
results of [2, 31] which explains this by the fact that the 
poster of a movie has an importance in the preferences of the 
users and it may not be discriminating enough as the genre. 
Now and when using AE to reduce the dimension with the 
clothes we can say that the image of the clothes is more 
better than our previous approach when we used the movie 
poster which explains this by the fact that the image of cloth-
ing has an more importance in the preferences of the users 
than the movies’ poster. Thus, we used transfer learning with 
the pre-trained VGG-16 and VGG19 models with ImageNet 
data set but if we will build a model Convolutional Neural 
Network (CNN) of classification task by trained from the 
movie poster data set, then we will apply transfer learning 
of our data set. Perhaps, in the case, the results can be better.

Conclusions

In this paper, we have proposed to apply transfer learning to 
extract latent features of images describing items by subse-
quently reducing the dimensionality of this latent features. 

We have used the resulting model for personalized user 
modeling by inferring user preferences for latent features 
of images from the history of their preferences for items 
and thus building the user model. The personalized model 
obtained was then user used collaborative filtering algorithm 
on users to make recommendations.

We evaluated the performance of our approach by apply-
ing two different feature extraction models VGG16, VGG19. 
To improve the performance of our approach, we applied 
different methods Top-K features, LSA and Autoencoder 
for the reduction dimension. Finally, we compared the accu-
racy of our approach to real data from two different fields of 
applications in the area of movie and clothing. We also com-
pared  to other approaches based on hybrid filtering which 
deals with different text attributes describing items.
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