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Abstract
Due to the wide scope of technical issues involved, IIoT projects require Systems Development Methods (SDMs) to deal with 
the entire complex process. With so many issues to solve, security is often left until the main functional pillars have already 
been established. Thus, the security standards for IIoT and IoT SDMs are not fully integrated, which leads to projects that 
do not meet the security-by-Design requirement. In this article, we present IgniteSec, a new method that combines the Ignite 
System Development Method with the security standard for industrial systems NIST 800-82. The case study carried out with 
IgniteSec shows that, by uniting these two fronts from the first stages, the project arrives at the software design stage with 
the important functional and security elements well integrated into the design and in compliance with security standard.

Keywords  Industrial Internet of Things · System Development Methods · Security-by-Design · Security norms · NIST 800-
82

Introduction

The large number of currently connected devices, which 
is almost 10 times the world population, is justified due to 
the extremely positive results of Internet of Things (IoT) 
projects and the real, measurable impact they have had. A 
market analysis forecast from Gartner company predicts 
that, in 2024, the IoT platform market will grow to $7.6 bil-
lion with a 31% CAGR [1]. As the processes have evolved, 
the complexity of the processes has also grown. More and 
more, in an Industrial IoT (IIoT) project, multiple enabling 
technologies must be integrated with each other and mul-
tiple stakeholders must be involved, without losing sight 
of the business focus. It is not easy to satisfy all interested 
parties, deal with different areas of knowledge, and meet 
the project’s development timeline without neglecting any 
important details. The vast scope of the currently multidis-
ciplinary project and the complexity of its life cycle justify 
some structuring of the developmental design steps, using 
Systems Development Methods (SDMs). In the beginning of 

the so-called digital transformation, designers used Software 
Development Methods exclusively, but the cyber-physical 
nature of IoT projects requires different modeling, with the 
inclusion of physical systems that encompass hardware, 
software, and communication components. SDMs cover the 
entire project life cycle [2] while the traditional reference 
models and architectures only define the structure of the 
system at a conceptual level [3]. Formalization is even more 
necessary in the IoT environment than in the classic comput-
ing environment, since the IoT system incorporates physi-
cal things, sensors, actuators, connected devices, and many 
stakeholders. The benefits of using SDMs for IoT include 
ways of expressing thoughts, formalizing procedures, devel-
oping systems in a systematic way that encompass func-
tional and non-functional requirements, and reducing errors 
in the development process [4]. Despite the use of SDMs, 
the question of where and when to address security concerns 
remains. Security is a top concern for IoT as identified in 
several surveys [5]. One difficulty is that cybersecurity in 
IoT is not limited to a single aspect; it covers the protec-
tion of data flows, cyber-physical components, and all the 
security gaps that can be exploited for the purposes of indus-
trial espionage, or just for ransomware purposes. Another 
difficulty in securing IoT is that cryptography approaches 
are not always used because they demand too much com-
puting power and memory space, which are highly limited 
resources in IoT devices [6]. There is growing evidence, 
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however, that a delay in designing security into the IoT sys-
tem is short-sided and, ultimately, not cost-effective. The 
CCDCOE (NATO Cooperative Cyber Defense Centre of 
Excellence) argues that the typical approach of proposing 
high-level policy principles is not always sufficient to incor-
porate all the requirements defined by the technology space 
into the policy design process. The environment is complex 
and dynamic, and policymakers are not tech experts and 
technologists are not policy experts [7]. So, there needs to be 
a way to integrate policies and technologies systematically. 
In the last 9 years, more than 2,232 CVEs (Common Vulner-
ability and Exposure) were reported in Industrial Control 
Systems [8]. The numerous attacks reported can destroy pro-
ductive efforts as well as ruin the industry’s reputation. Cus-
tomers and consumers are increasingly aware that they need 
to purchase reliable products, which puts pressure on the 
industry in the pursuit of this excellence. Consequently, the 
security issue has been increasingly considered in Models, 
Architectures, and SDMs. The design manager is well aware 
of the need for Security-by-Design; but while this manager 
knows what to do, he does not necessarily know how to 
do it, or when to apply each step of the security process. 
What we have seen in the past is that the security issue has 
been incorporated into more advanced stages of the project 
causing patches that do not suit either the functional team 
or the security team. Without a systematic approach that 
defines what should be done and when, the teams compete, 
defending their own point of view, harming the entire pro-
ject. If security is not one of the design criteria, the software 
engineers do not address it! If the security issue is already 
present at the idea stage, the security aspect is incorporated 
in the creation of the prototype—and is upheld through 
all production stages. We consider that it would not be a 
good strategy to propose, a series of steps that contemplate 
security within a development methodology without com-
patibility with the already established norms. So, the path 
adopted was to analyze Industrial Security norms and select 
one solid, widely used norm that was still suitable for inser-
tion in a SDM. We studied SDMs and security norms and 
selected a pair, integrating them to create a reliable frame-
work for IoT development. As a SDM, we chose the Ignite 
Method because of the completeness and relevance of the 
method, which is based on real-world experience [9]. As a 
security norm, we chose NIST 800-82, because it has gained 
particular recognition in the Industrial Control Systems field 
for being very clear, concise, largely used in Industry and 
available for free [10]. The choice of Ignite and NIST 800-82 
is well supported by our review of the literature presented 
below. Our main objective is to generate a Systems Develop-
ment Method for the industrial environment that, in addition 
to guiding the important steps of the development process, 
includes a well-established security standard. Our proposal 
is called IgniteSec.

The rest of the paper is organized as follows: “A Review 
of the Literature” presents a review of the literature regard-
ing IoT SDMs and Security norms; “Background—Ignite 
and NIST 800-82” briefly describes the Ignite Method and 
the NIST 800-82 that form the basis of the proposed system. 
“IgniteSec” presents IgniteSec. Our solution is applied to 
a road accident alert system in “Case Study”. Finally, the 
conclusions are in “Conclusion”.

A Review of the Literature

Existing SDMs for IoT have flaws: some are missing steps, 
some are exhaustive and produce too many documents, and 
some neglect important aspects, such as security. We ana-
lyzed some of the most relevant and most cited methods. The 
GSEM-IoT method [11] adapts concepts from traditional 
software development and applies them to the IoT domain, 
adopting key abstractions for IoT systems engineering. 
These abstractions can be the basis for a general IoT-oriented 
software engineering discipline, but they need many addi-
tions to cover all the aspects of a design for a more complex 
system, for example, the business model or the hardware 
design. The IoT-AD method [12] covers more aspects, offer-
ing a conceptual framework and a development framework. 
It is particularly good for the initial stages, where the method 
seeks to normalize the vocabulary. Another strong point of 
the method is its capacity to assign responsibilities to the 
different agents. Its drawback is that the artifacts do not 
address the development of IoT services or the hardware 
and communication components. ELDAMeth [13] also 
devotes much effort to software development. It proposes 
3 phases: Modeling, Simulation, and Implementation. The 
modeling phase does not consider business aspects; nor does 
it contemplate engineering requirements. A strong point is 
the inclusion of simulations that advance and solve many 
problems without having developed the platform-specific 
code yet. A new approach for IoT development is presented 
by [14] based on metamodels, which are the construction of 
a collection of “concepts” within a given domain. A Meta-
model is proposed for each development phase of Analysis, 
Design, and Implementation, capturing the level of abstrac-
tion in each phase. But this approach remains only within 
the scope of software engineering, without a systemic view 
of the project. To adapt methods to a specific context, Giray 
and Tekinerdogan [15] propose Situational Methods Engi-
neering (SME) to build SDMs, where relevant aspects of 
the specific situation are compiled from a base method to 
create a new method that is adapted to the actual case. This 
seems like a good idea, but it requires prior knowledge of 
the ISO/IEC 24744 standard and RUP (Rational Unified 
Process) taxonomy, from which method fragments and situ-
ational factors are extracted, before applying the technique 
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to generated the new method. IoT-Methodology (IOTM) is a 
method for developing IoT projects in different areas whose 
creators also provide tools to follow the different stages of 
development [16]. IoTM covers several important stages of 
the project but not all and not fully integrated, such as func-
tional design and technical design. Also, it does not address 
security. Agile methods are among the most used in organi-
zations although they are not specific to the IoT ecosystem. 
They promote interactions between parties and development 
in an ever-changing environment, which is common in IoT 
projects. The Scrum method is one of the oldest and most 
used, but it has some limitations for IoT, such as not incor-
porating hardware design and lack of a holistic view [17]. 
Another agile style method that has been used in IoT is the 
Scaled Agile Framework (SAFe) method which has the ben-
efit of a fast learning curve and the size of the admitted team 
which can be large. SAFe covers more aspects than Scrum, 
but does not cover the IoT system view as a whole [18]. We 
found alternative models emphasizing some specific aspect 
of the project, like [19]. The authors propose a model to 
increase efficiency at the network layer, capturing the com-
plexity of transactions and dynamically assigning the traffic 
flow in the network devices. They benefit from the SDN 
approach to making decisions centrally, with a clear IIoT 
architecture. Nevertheless, they do not include modeling the 
entire ecosystem in their approach, leaving out aspects, such 
as stakeholder discussions, business considerations, and 
hardware design. Studies [20] and [4] compare SDMs used 
in IoT. Merzouk et al. [20] evaluate the Ignite, Scrum, Kan-
ban, Scaled Agile Framework, and IoT-Methodology meth-
ods by comparing them according to criteria that provide an 
overview of each method. The Ignite and IoT-Methodology 
methods were identified as the first two methods designed 
for IoT Domain. The authors considered all the methods for 
the IoT scenario inappropriate in some respect. In [4], evalu-
ation criteria to analyze existing IoT SDMs are presented. 
The criteria include artifacts defined, process steps, support 
for life cycle activities, coverage of IoT system elements, 
metrics, and rigidity of the method. The methods evaluated 
are Ignite, IoT Methodology, IoT-AD, ELDAMeth, SPLP-
IoT, and GSEM-IoT. The study points out that none of the 
identified IoT SDMs cover all the necessary phases for 
developing IoT systems.

In regards to security, we identified main standards 
used in industry, in general, all over the world: the ISO 
/IEC 2700 family of standards, the IEC 62443, and the 
NIST 800-82. These norms are defined for an Industrial 
environment, since they define requirements for IT sup-
pliers, System integrators, and network operators. Other 
standards appeared in our search, but they are only recom-
mendations, or guidance like EN 303 645 for consumer 
IoT devices, or NERC CIP defined exclusively for the 
electrical sector. With its focus on Industrial Automation 

and Control System (IACS), the ISA/IEC 62443 stand-
ard [21] has good relative security coverage, relevance 
for manufacturers, and a great number of details for the 
operation. This norm has a comprehensive scope, promot-
ing the collaboration for the Information Technology (IT) 
and the Operational Technology (OT) departments. Its 
strong point is that cybersecurity is treated as an ongoing 
process and not a goal that can be achieved, which is in 
line with SDMs. The problem with this norm is that the set 
of documents is expensive and extensive; and there is little 
free information. For this reason, we did not consider it the 
best standard to be used in projects for small- and medium-
sized companies, or for academic purposes. The family of 
norms ISO 27000 [22] has good relative security coverage, 
a great number of details for the operation, widespread in 
IT, but of little relevance for manufacturing since it does 
not cover OT issues. Finally, we chose the NIST 800-82 
[23] for our project, because of its completeness, wide 
scope, easy access, and great acceptance.

An IoT project must start with the idea generation phase 
involving stakeholders, go through a business model, man-
age the identified opportunity, outline a solution, move on 
to the functional project where the identified components 
are integrated and finally reach the technical project where 
the software architecture, hardware design and technical 
infrastructure are defined. Given all these required steps, 
the gaps shown in our survey are clear: (1) some of the 
methods focus on the software design stage (GSEM-IoT , 
ELDAMeth, Scrum, SAFe); (2) some of the methods cover 
more steps beyond software design, but leave some impor-
tant steps aside (IoT-AD, IOTM); (3) some of them require 
a lot of prior knowledge and are difficult to use in practice 
(SME, Metamodel); (4) few methods consider security 
and do so superficially (only Ignite explicitly includes the 
security theme); (5) none of the methods is integrated with 
security standards. After studying and applying some of 
these methods, we chose Ignite to incorporate the security 
standard in its stages. The choice is due to the complete-
ness of Ignite and for being used in practice in projects 
in the industry. Corroborating our decision, the authors 
of [4] conclude: “Ignite presents a more holistic view of 
developing IoT systems than the rest of SDMs”, p. 159.

Background—Ignite and NIST 800‑82

The fundamentals used in the project will be briefly 
explained in this section. The first subsection presents the 
basics of Ignite, the SDM used, and the second subsection 
presents the standard used - NIST 800-82. “IgniteSec” will 
present our solution that unites them.
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Ignite

The Ignite Method [24] foresees two well-marked stages 
in the development of the project. The first is IoT Strategy 
Execution to define the organization’s strategy, where top-
ics related to elements of a high hierarchical level are cov-
ered. The second is IoT Solution Execution, which involves 
planning the project, as well as building and executing the 
IoT system. The next two subsections detail these stages. 
Figure 1 shows IoT Strategy Execution and IoT Solution 
Execution with a summary of the activities of each step. This 
figure summarizes the process flow of Ignite using Business 
Process Model Notation (BPMN) [25]. This notation uses 
the symbols:

–	  X  : only one of the branches can be traversed;
–	  +  : the tasks can be performed in parallel.

IoT Strategy Execution

It is not easy to deal with disruptive paradigms. In this first 
stage, Ignite seeks a better understanding of the transfor-
mation roadmap and how to manage a portfolio of oppor-
tunities. This stage is dedicated to the following activities: 

discussion of ideas, strategic visions and objectives, devel-
opment of a business model, consideration of impacts and 
risks, approval of the IoT opportunity and consideration 
of partnerships. See the top of Fig. 1. These activities can 
be adapted to the vertical needs. Bringing the OT and IT 
areas together from the start is challenging, but it is the 
key to success, and Ignite integrates these areas.

 IoT Solution Execution

In this phase, stakeholders are called upon to act with their 
skills and interests to be incorporated into the project. In 
the initial design of the project, the constituent elements, 
the architecture, and the profile of the technologies to 
be employed are identified. The project life cycle here is 
divided into planning, building, and executing IoT solu-
tions. During the planning phase, the initial, smaller team 
is augmented to form the team that will later build the 
solution. The initial solution design defined key artifacts 
that cover activities related to analysis and planning, func-
tional design, and technical design. The activities of the 
initial project are grouped as:

Fig. 1   Ignite process flow. Source [24]
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–	 Analysis, projections and planning, where the team con-
ducts an overview of the proposed solution design, stat-
ing the problem and involving stakeholders. This activity 
includes insights into the project assets and ends with a 
plan that defines the key milestones of the project.

–	 Functional design, in which a team proposes a basic 
design which is sufficient to start the implementation 
phase. It includes the most important Use Cases, User 
Interface Mockups, and Domain Model. This activity 
includes an architectural artifact called Asset Integration 
Architecture (AIA) to express the integration of the asset 
and the backend application.

–	 Technical design, where the team provides software 
architecture, hardware design, and the whole technical 
infrastructure.

The Asset Integration Architecture (AIA) from the Func-
tional Design is an innovative addition of Ignite. It is an 
artifact to show the connections involved between assets and 
business applications through intermediate layers, identify-
ing the fundamental elements that should be present in the 
system. In AIA, we can see the whole integrated system 
in one diagram. Ignite foresees security concepts that are 
inserted in the Asset Integration Architecture (AIA) in the 
Functional Design phase, but Ignite lacks detailed steps 
to design the security AIA. After this initial phase attains 
a complete vision, the project can be organized by work-
streams, which are work packages responsible for key deliv-
erables. For example, a communication workstream can be 
organized to deal with communication issues. One of the 
proposed workstreams is cross-cutting, which deals with 
tasks that depend on other workstreams. For Ignite, security 
actions are incorporated into the cross-cutting workstream. 
We argue that dealing with security actions at this stage is 
too late to comply with security standards. Our approach is 
shown in “IgniteSec”.

NIST 800‑82

Dedicated to the security of Industrial Control Systems 
(ICS), the NIST 800-82 standard [23] begins with an over-
view of ICS, emphasizing the differences between security 
in the Information Technology environment and security in 
the ICS environment. The standard presents a hierarchy that 
considers the following three levels: 

i	 The organization level defines organizational strategies, 
policies, guidance, and processes for managing risk.

ii	 The mission/business process level addresses risk from a 
mission/business process perspective by developing the 
business missions/functions defined in the Organization 
Level.

iii	 The information system level integrates risk manage-
ment activities into the system development life cycle 
of the organizational information systems.

Four planned activities are carried out continuously as the 
environment changes to address the Risk Management pro-
cess. The activities are: 

1.	 Framing risk: develops a framework for the risk manage-
ment; considers existing disaster plans, requirements and 
makes assumptions about safety and security explicit;

2.	 Assessing risk: identifies the organization’s threats and 
vulnerabilities, the damage an incident can cause to the 
organization, and the likelihood that such adverse events 
may actually occur;

3.	 Responding to risk: responds to the identification of risk 
(not of an actual incident);

4.	 Monitoring risk: monitors risk as an on-going process.

Our priority in this article is the initial steps of the project 
and, therefore, we will focus on activities 1 and 2 with an 
aid for activity 3. The standard proposes a Risk Management 
Framework (RMF) that integrates information security and 
risk management activities into the system development life 
cycle. The NIST norm 800-37 [26] addresses the RMF in 
general, but NIST 800-82 applies this framework to the ICS 
scenario. To apply RMF, the following sub-activities should 
be carried out: 

(a)	 Categorizing the information system classifies the 
information and information system according to the 
potential level of impact of loss in terms of low, moder-
ate, or high-impact on the security objectives of confi-
dentiality, integrity, and availability.

(b)	 Selecting security controls involves a minimum of 
planned or already established security controls; con-
trols are enumerated from eighteen security-related 
areas.

(c)	 Implementing security control applies the chosen con-
trols to the project.

(d)	 Assessing security control ensures that the controls are 
implemented correctly, operating as intended, and pro-
ducing the desired outcome.

(e)	 Authorizing information system accepts the risk explic-
itly based on the implementation of an agreed-upon set 
of security controls.

(f)	 Monitoring security controls continuously tracks
	   changes that may affect security controls.

We believe that the first activities should be carried out as 
soon as possible in the project, the sooner, the better for the 
system as a whole. With this premise, the subsequent phases 
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of the life cycle will be able to apply the recommendations 
of the respective standard.

IgniteSec

To incorporate the tasks indicated by the security standard 
in the method of developing IoT systems, care must be taken 
not to overload a project with excessive controls when the 
project has barely gotten off the ground. It is important to 
emphasize that trained cross-functional personnel should be 
integrated into the first team so that they are discussing IoT 
Opportunity Management. Information security is a com-
mercial responsibility shared by all members of the company 
and especially by the leading members of the business, pro-
cess, and management teams. This justifies the early entry 
of the security team into the management team. Another 
premise is that the proposed process is cyclical and iterative. 
An activity started at a particular stage is not necessarily 
completed at that stage. It can be improved as the project 
progresses, as new information is outlined. Waiting for all 
information to be collected before addressing security would 
not produce Security-by-Design. The changes suggested by 
IgniteSec in the original Ignite paradigm are summarized in 
Fig. 2, where activities related to the NIST 800-82 standard 
were inserted. Figure 2 is derived from Fig. 1; it expands it, 
with the following differences:

–	 The parts of the IgniteSec process that have been changed 
or inserted in relation to Ignite have been painted gray.

–	 The middle part of Fig. 2 is dedicated to detailing the 
Initiation Project box shown in Fig. 1.

–	 The bottom part of Fig. 2 continues the initiation and 
shows the rest of the process.

These changes and their context will be explained 
next. Each step mentioned below can be better understood 
by following Fig. 2, where the chaining from one step 
to the next can be visualized. Figure 1 shows the activ-
ity “Develop Business models” that deals with scenario 
planning and uncertainty. It is important to explore those 
elements of the business model that generate impact and 
value in the context of a strategy [23]. Now, in IgniteSec, 
we include a business case for security at this moment 
that provides the business impact and financial justifica-
tion for creating an integrated information security pro-
gram. This is the right time for the group to ask itself, for 
example, how much downtime would cost due to secu-
rity issues, what would be the harm of a data breach, or 
what the biggest beneficial impacts of investing in secu-
rity would be [27]. Thus, our first insertion in the Ignite 
method incorporates the security business case when the 
business model is being elaborated, giving visibility to 

the risk issue right after the generation and refinement of 
ideas. And this insertion should be registered in the Busi-
ness case document. Our second proposition is to insert 
the top level recommendations in the hierarchy of risk 
analysis from NIST into the activity “Assess impact and 
risk” (see Fig. 1). We inserted the risk analysis here at the 
organizational level and at the mission level as shown by 
the items (i) and (ii) indicated in “NIST 800-82”. Risk 
assessment also has non-security related activities. For 
example, at the organizational level, the assessment can 
provide useful inputs to operational risk determinations 
and organizational risk determinations, including financial 
risk, compliance risk, regulatory risk, reputation risk, and 
multiple-impact risk which includes supply chain risk and 
risk involving partnerships. We suggest the first security 
steps to be included here, so that the first referrals are 
already engaged with the security issue. Organizations 
may differ in the approaches they prefer for a variety of 
reasons, but the organizational risk framework must be 
determined that outlines which risk models will be used 
and which approaches to risk assessment and analysis will 
be chosen. If the analysis at the organizational level is 
mature, it can be adapted from other previous projects, 
taking advantage of the company’s culture. However, to 
continue the analysis made at the organizational level, the 
analysis at the mission level should be developed for this 
ongoing IoT Opportunity. The mission level determines 
process protection and resiliency requirements, and the 
allocation of those requirements to the enterprise architec-
ture as part of mission/business segments. And the enter-
prise architecture is expected to incorporate the informa-
tion security architecture. The mission level helps guide 
the allocation of security controls in the third level of the 
hierarchy, which is the information system level. at the 
information system level, risk assessment proceeds in the 
next phase shown in the middle part of Fig. 2. The first 
macro-activity in the Initiation Project stage is analysis, 
projections, and planning, where the key parts that make 
up the system are defined by narrowing down the solution 
scope. At this stage, when a solution sketch and site survey 
are done, new assets can emerge. If the initial risk analysis 
points to stringent security requirements, some innovative 
hardware designed to support security can be considered 
as in [28]. The hardware architecture details can be left to 
the technical design phase (see bottom of Fig. 2). After 
having contextualized knowledge about the assets and a 
solution sketch prepared, the project team can identify 
the critical parts of the project which is precisely the first 
step of the Risk Management Framework: (a) Categorize 
the Information System. This ensures that security con-
trols will be in place and even improved during the steps 
that follow. If security considerations are not included 
here, the whole plan will fail. At this point, there is still 
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no complete view of the solution, but the design teams 
already have an idea of the amount of effort that must 
be made to protect critical parts. The next macro activity 
is Functional Design, which contains the Domain Model 
among other preparatory activities for the implementation. 
The Domain Model emphasizes the key entities and their 
most important relationships, making it possible to select 
what is needed to protect them. With the knowledge of 
the Domain Model, the specific security controls for this 
project can be chosen, thus fulfilling the second step of the 

Risk Management Framework: (b) selecting the Security 
Controls. Security controls may involve aspects of policy, 
supervision, individual actions, or automated mechanisms 
implemented by information systems/devices. The func-
tional designers must work in cooperation with the secu-
rity specialists who have knowledge of all security controls 
suggested by the standard. Together, they select the best 
controls applicable to their project. As the project moves 
forward, Ignite creates the diagram called AIA, mentioned 
in “Background—Ignite and NIST 800-82”. In this step, 

Fig. 2   IgniteSec methodology
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we suggest an AIA that covers useful security concepts. 
Since, at this point, the security controls have already been 
selected, the task of performing a security AIA merely 
requires positioning the chosen controls on the layers of 
the diagram. The result of the Security AIA is reflected in 
the software architecture, the first activity of the Techni-
cal Design stage—see the third large block in Fig. 2. The 
main components of the AIA are transformed into software 
components. The hardware architecture activity is painted 
gray in Fig. 2 as it can also present its contribution to the 
secure solution. Completing the Technical Design phase, 
the Technical Infrastructure completes the technical pro-
ject, raising the elements that make up the solution with an 
emphasis on the network infrastructure. To complete this 
initial solution design, the organizational structure of the 
project is set up, by defining workstreams. Ignite suggests 
a cross-cutting workstream to deal with the tasks that have 
dependencies in all subsequent workstreams, including 
security. In our opinion, security is, indeed, a cross-cut-
ting subject, but it deserves a specific security workstream, 
because it is so complex, with many interfaces throughout 
the entire project. Even small projects must have dedicated 
staff and a dedicated workstream to achieve the goal of 
having a secure IoT system. Project organization is a docu-
ment containing the result of the Technical Design used 
as an input to the Plan Project phase (see Fig. 2). As the 
architecture to integrate these security mechanisms has 
already been planned and the risk assessment is underway, 
a detailed plan for implementing the security architecture 
should be developed now in the Plan Phase, along with a 
strategy for testing and validating the implemented mecha-
nisms. These plans are registered in a document called 
Initial Project Plan. In the Build Phase, the third step of 
the Risk Management Framework is carried out, which is 
(c) Implementing Security Control. Next, the fourth step of 
NIST 800-82 to assess implemented controls is completed: 
(d) Assessing Security Control. In the execution phase, 
steps (e) and (f) are performed to Authorize and Monitor 
security controls. Great effort must be devoted to moni-
toring as it is essential to track the behavior of the system 
to take action to respond to incidents as soon as possible.

Regarding the complexity of the project, although there is 
no universal standardization on a measure of complexity of 
a project, there are studies that quantify the complexity con-
sidering numerous factors [29]. In IT projects, the literature 
points out, among others, the following factors that influence 
the complexity of a project: human resources, skills, number 
of interfaces, use of new technologies, the use of incremental 
or iterative methodologies and the ability to predict risks and 
have options to minimize risk. In IgniteSec, on the one hand, 
the complexity of project development increases as security 
analysis is added, requiring more human resources, skills 
and more communication between the parties; however, on 

the other hand, this same analysis reduces the uncertainty 
factor, also providing actions that minimize risks, thus 
increasing the chances of project success.

Case Study

The main reference of the Ignite Method presents a case 
study called eCall [24]. It is a system for detecting and deal-
ing with emergency situations in Smart Transportation. The 
goal is to reduce the time it takes to direct emergency ser-
vices to the scene of a car accident, where a Call Center 
is processing incoming distress calls from vehicles and/or 
vehicle drivers. Figure 3 illustrates eCall with the elements 
that make up the solution:

–	 an on-board telematics control unit (TCU), which has an 
acceleration sensor integrated into the car’s airbag; this 
unit communicates directly with the Call Center in the 
event of an accident without human intervention;

–	 a backend service which is the call center application;
–	 a telephony management service integrated into the 

application, the vehicle database and system partners: 
Public Security Service Station (PSAP), police station, 
fire department or ambulance service closest to the acci-
dent site.

The European Union has adopted legislation in this con-
cern, as immediate information about an accident and the 
exact location has the potential to reduce the emergency 
service’s response time by up to 60% in urban areas and 
can save 2,500 lives per year [30]. In fact, the European 
Union has approved regulations for the eCall system to be 
in all vehicles produced as of 2018, and, in 2017, the United 
Nation also proposed regulations for this type of system 
[31]. When surveying the first studies on eCall, some issues 
were found that threatened the success of these systems. The 
following criticisms regarding security were cited:

Fig. 3   eCall solution  Source [24]
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–	 Even though the accident data are only sent in case of 
an accident, which happens only occasionally, the com-
munication system is always active, making the system 
constantly exposed to possible cyber attacks.

–	 The minimum data to be sent to a call center are not 
discussed sufficiently. And how these data will be treated 
is also not part of any of the existing regulations, which 
could lead to misuse.

–	 There are several aspects of the eCall system that can be 
affected by attackers:

⋆ Safety: harming users;
⋆ Financial: performing unauthorized transactions;
⋆ Operational: interfering with the intended opera-
tional performance; and
⋆ Privacy: gaining unauthorized access to data about 
the activities and the identity of vehicle owners or 
drivers [32].

–	 Finally, the systems can fail for structural reasons, like 
the loss of signal or the failure of some onboard unit, or 
for intentional reasons triggered by human activities [33].

These criticisms pose even greater responsibility on the 
system’s conception. We took back the case study done by 
Slama et al. [24] with just Ignite, and applied IgniteSec to 
raise security-related suggestions from inception through the 
technical design phase.

Starting at the executive level, when carrying out the 
initial stage of the business model in conjunction with the 
business case for security, it was determined that the finan-
cial loss from a single security breach could jeopardize 
the existence of the business. A generic business case was 
created based on tangible and intangible costs and benefits 
that were collected to define how much would be invested 
and the return that could result from the investment. It was 
decided to invest in a basic security architecture that would 
deal seriously with possible violations. In parallel with the 
business model, we conducted a risk analysis at the organi-
zational and the mission level. It was necessary to rank 
the impact of the failure of each part of the system. This 
analysis and ranking indicated that, if a failure or an attack 
prevented the accident vehicle from communicating with 
the Call Center, lives could be lost. Thus, the communica-
tion of the car controls with the Call Center was deemed 
the most critical. The next step in the Ignite method was 
to find a solution sketch. In the eCall system, managed 
assets were cars and the enterprise was the eCall operator. 
The main backend service was the call center application 
that would be integrated with local telephone management, 
with the Original Equipment Manufacturer (OEM) vehi-
cle database, and with the public-safety answering point 
(PSAP). Figure 4 shows the AIA of the ecall connecting 

these elements. This diagram from the authors of [24] does 
not consider security. This figure shows the functional side 
with all tiers integrated: in the lower side the devices and 
gateway inside the car and in the upper side the backend 
and applications in eCall Operator. Note that in the device 
layer, the Acceleration sensor, Airbag, and Belt tensioner 
devices integrate with the TCU that acts as a gateway. 
The TCU transmits the collected data to the Data Receiver 
service on the Backend tier. A telephone contact via voice 
service may also be in progress. The two communication 
routes reach the eCall platform at the Enterprise Applica-
tions tier. But, with IgniteSec, after the solution has been 
sketched, the risk analysis at the level of the information 
system begins. The first activity is to categorize the infor-
mation system. In this security analysis done at the begin-
ning of the project, it is possible to restrict our view to the 
communication system involved in eCall and not analyze 
the entire car or the security of all its components, because 
the components were not detailed yet, and so in this stage, 
the final result of an internal failure or a communication 
failure is the same: the operator will not be informed of the 
accident. In a future stage, a new risk analysis should be 
done, detailing new controls linked to defined components. 
According to the AIA from Fig. 4, two key communication 
segments were identified in the mission-level risk analysis:

–	 from TCU to the Call Center (TCU-CC);
–	 from the telephone module in the car to the Call-Center 

(Voice-CC).

We classified the main elements of the system in relation to 
the security pillars: confidentiality, integrity, and availability. 
In our context, each pillar refers to an aspect of the system:

–	 Confidentiality means that only the ecall app should han-
dle the accident;

Fig. 4   AIA—eCall service  Source [24]
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–	 Integrity means that no one can change/enter data relat-
ing to an accident;

–	 Availability means that all parts of the system must be 
available all the time, especially during an accident.

These three security objectives were associated with one of 
three levels of the potential impact of a security breach: low, 
moderate, and high impact. The TCU-CC segment cannot 
fail as it is the center of the system. The impact of confi-
dentiality, integrity, or availability failures in this segment 
is high because if the sensor’s data were not transmitted 
correctly, accurately, and privately, the entire mission will 
be compromised. Failures in the integrity and availability 
of the Voice-CC segment were considered to have a moder-
ate impact, because, even if the driver was unconscious, the 
information from the TCU-CC segment would trigger the 
service. The confidentiality of the Voice-CC segment is also 
of high impact, as the conversation between the driver and 
the call center must be private without external influence 
on the service. The combined result of the two segments 
indicates that the final impact on the three pillars is consid-
ered high. The results of the impact analysis can be seen in 
Table 1. With this result, we selected security controls that 
could protect the system. Due to the budget reserved for 
security in the initial stages, the following minimal control 
families were selected:

–	 Access control (AC): defines policies and procedures for 
specifying the use of system resources by only authorized 
users, programs, processes, or other systems.

–	 Identification and authentication (IA): identifies poten-
tial network users, hosts, applications, services, and 
resources.

–	 Incident response (IR): evaluates the effect of an attack 
and the possible options to respond to limit consequences 
of incidents.

–	 System and communications protection (SC): defines 
mechanisms for protecting both system and data trans-
mission components.

–	 System and information integrity (SI): assures that sensi-
tive data have not been modified or deleted in an unau-
thorized and undetected manner.

After selecting the controls in IgniteSec, we were now 
in a position to produce a security AIA. Figure 5 contains 

this diagram. Regarding the position of each control, we 
decided that:

–	 Identification and authentication (IA) be inserted in all 
tiers involved in communication tasks; in the Back-
end Service, IA Manager was positioned to control the 
whole process.

–	 The access control (AC) control the communication 
capabilities as part of the backend layer.

–	 Part of the incident response (IR) plan be implemented 
in the backend layer and provide further support for the 
decision about whether to send an ambulance to the 
indicated location. If this component is integrated with 
access control, it can interrupt certain actions when 
there is indication of a cyber attack.

–	 The system and communications protection (SC) con-
trol handle encryption. Each of the communicating par-
ties must have a module that encrypts the information 
being transmitted to the outside.

–	 For the system and information integrity (SI) control, 
an antivirus be added to the application layer and to the 
backend as well as a network-based intrusion detection 
system on the LAN that links the application to the 
backend and the gateway to the backend.

These are the security elements that were incorporated into 
the functional elements presented in the project of Fig. 4. 
Functional and security elements should also be present in 
the next stage of the method, which would be the design 
of the software architecture.

Undoubtedly, it would be possible to further strengthen 
the entire system; however, the option was to minimally 
include these basic controls due to the budget set aside 
for the initial stages. Even with these basic decisions and 
no details, the project has already indicated which secu-
rity controls should be incorporated in which portion of 
the project. The AIA diagram shown in Fig. 5 provides a 
wealth of additional detail over the diagram in Fig. 4 that 

Table 1   Loss impact analysis of eCall systems

Segment Confidentiality Integrity Availability

TCU-CC High High High
Voice-CC High Moderate Moderate
Result High High High

Fig. 5   Security controls in eCall AIA
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will allow you to guide your software project addressing 
security issues.

Conclusion

The complexity of the ecosystem involved in IIoT projects 
requires development methods and current security stand-
ards are not easily integrated into the process of developing 
IoT systems. IgniteSec combining the Ignite Systems Devel-
opment Method with the NIST 800-82 Standard presents 
a systematic way to develop projects that incorporate the 
Security-by-Design requirement.

The advantages of IgniteSec are:

–	 Allows systematic development of projects considering 
security as strategic;

–	 Allows security to be included in all components of the 
business plan, conceptual modeling, software and hard-
ware design;

–	 At the end of the design, the project complies with NIST 
800-82 widely used in industrial environments.

The eCall case study emphasized the difference between 
this new approach and the traditional approaches. A system 
designed with IgniteSec provided a complete view con-
ceived with security to the software design stage. A security 
diagram generated shows which security control is linked 
to which component. The inclusion of security analysis 
increases the required resources and complexity of the pro-
ject, however, in the long term, this analysis will increase the 
chances of success of the project throughout its life cycle. In 
future work, we will continue to detail the recommendations 
of NIST 800-82 in the remaining stages of the project’s life 
cycle, since, so far, we have only reached the beginning of 
software design. Another work front concerns the integration 
of the security workstream with the other workstreams. It is 
necessary to define which security controls require integra-
tion between teams.
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