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Abstract
Categorizing emotion refers to extracting the individuals’ behaviour from texts and assigning textual units into an emotion 
from predefined emotional connotations. Identification and categorization of emotion content have mostly been made for 
English, French, Chinese, Arabic, and other high-resource languages. However, very few studies have investigated emotion 
from the under-resourced language like Bengali. This work proposes an ensemble-based technique for classifying textual 
emotions into six classes: anger, disgust, fear, joy, sadness and surprise. An emotion corpus containing 9000 Bengali texts 
is developed to perform the emotion classification. This work investigates 22 standard classifier models developing based 
on three deep learning techniques (Convolutional Neural Network (CNN), Gated Recurrent Unit (GRU), Bidirectional Long 
Short Term Memory (BiLSTM) with different ensemble strategies and embedding models (i.e., Word2Vec, FastText). All 
the models are tuned, trained and tested on the developed dataset (EBEmoD-Extended Bengali Emotion Dataset) and a 
publicly available emotion dataset (BYCD-Bengali Youtube Comment dataset). The experimental result demonstrates that 
the ensemble of CNN and BiLSTM (i.e., CNN+BiLSTM) outdoes all other models by acquiring the highest weighted f

1

-score of 62.46% (for EBEmoD) and 67.57% (for BYCD), respectively.

Keywords  Natural language processing · Textual emotion classification · Deep learning · Emotion corpus · Ensemble 
technique

Introduction

The extraordinary advancement of the internet and social 
media platforms enables individuals to express their 
opinions, feelings, or emotions. A large portion of social 
media users interact with each other and share their emo-
tions, experiences and opinions through tweets, reviews, 

messaging posts, and comments in the form of text. This 
textual data reflects the emotional propensities of the users 
towards different aspects such as politics, business, mental 
health, and societal issues [27]. The availability of enormous 
textual data has accelerated the interest in emotion analysis 
research. Automatic emotion categorization is assigning tex-
tual units into an emotion from a set of predefined classes. 
Usually, it refers to extracting the psychology of individuals’ 
behaviour from texts that reveal different emotional con-
notations such as joy, sadness, surprise, disgust, anger, etc. 
Although a significant amount of researches have been car-
ried out regarding textual emotion categorization for high 
resource languages like English, French, Chinese, Arabic 
[2, 11]. However, very few researchers have investigated 
this issue in under-resourced languages like Bengali. With 
around 265 million native speakers, Bengali is the 7th most 
spoken language [25]. A massive number of people commu-
nicate through virtual platforms using territorial languages 
(i.e., Bengali). Thus, developing various NLP tools or auto-
mated systems for Bengali is a growing demand that can 
provide insights into an individual’s feelings about an event, 

This article is part of the topical collection “Enabling Innovative 
Computational Intelligence Technologies for IOT” guest edited by 
Omer Rana, Rajiv Misra, Alexander Pfeiffer, Luigi Troiano and 
Nishtha Kesswani.

 *	 Mohammed Moshiul Hoque 
	 moshiul_240@cuet.ac.bd

	 Tanzia Parvin 
	 tanzia.mim1376@gmail.com

	 Omar Sharif 
	 omar.sharif@cuet.ac.bd

1	 Department of Computer Science and Engineering, 
Chittagong University of Engineering and Technology, 
Chittagong 4349, Bangladesh

http://orcid.org/0000-0003-3485-578X
http://orcid.org/0000-0002-1971-6522
http://orcid.org/0000-0001-8806-708X
http://crossmark.crossref.org/dialog/?doi=10.1007/s42979-021-00913-0&domain=pdf


	 SN Computer Science (2022) 3:6262  Page 2 of 10

SN Computer Science

product, service, etc. Such a system can improve the product 
or service quality, change sales strategies, and predict future 
trends. Moreover, an automatic emotion analysis system can 
shape brand image, track customer response, identify cases 
of cyber-bullying, detect public sentiment, track well-being.

However, emotion classification from Bengali text 
is quite challenging due to the deficit of benchmark cor-
pora, complex morphological structure, critical linguistic 
construct, and huge verb inflexions. Deep learning models 
have recently shown significant improvements to classify 
textual emotion [1, 8]. Therefore, this work aims to apply 
deep learning methods to categorize Bengali texts into one 
of six basic emotion (e.g., anger, disgust, fear, joy, sadness, 
surprise) classes defined by Ekman [10]. Many works in 
other languages have already adopted Ekman’s taxonomy to 
recognize textual emotion [24]. To attain the goal, a corpus 
of 9000 Bengali texts is developed, considering six emotion 
classes. Subsequently, a set of classifier models is developed 
using deep learning techniques (i.e., CNN, GRU, BiLSTM) 
with different ensemble strategies and embedding models 
(e.g. Word2vec, FastText). An extensive experiment is per-
formed on the developed dataset, and a publicly available 
dataset [29]. The key contributions can be illustrated as 
follows:

•	 Develop a dataset of 9000 Bengali texts considering six 
(i.e., anger, disgust, fear, joy, sadness, surprise) emotion 
categories.

•	 Develop a weighted ensemble model using CNN and 
BiLSTM to classify textual emotion. The proposed 
model outdoes other machine and deep learning baselines 
by achieving the highest f1-score.

•	 Empirically evaluates models performance on two differ-
ent datasets and demonstrate how the proposed ensemble 
model can increase the model’s predictive accuracy.

Related Work

Identification and analysis of textual emotion contents have 
attracted much attention from researchers in the last cou-
ple of years. Many works on emotion classification have 
been conducted in many languages such as English, Chi-
nese and Arabic [2]. Balli et al. [4] applied Convolutional 
Neural Network(CNN) to categorize four basic emotions 
(such as happiness, anger, fear, sadness) from the Arabic 
tweets. They performed a comparative analysis with Support 
Vector Machine (SVM), Naive Bayes (NB) and Multi-layer 
Perceptron (MLP). Haryadi et al. [12] used LSTM, Nested 
LSTM and SVM to detect emotion from English tweets, and 
their Nested LSTM method achieved the best accuracy of 
99.167%. A syntax-based graph convolution network (GCN) 
model is presented by Lia et al. [15] to classify emotion from 

Chinese microblogs, and their model achieved a f1-score of 
82.32%. Abdullah et al. [1] developed a CNN-LSTM based 
model to detect sentiments and emotions from Arabic texts. 
Alzu’bi et al. [3] offered a multi-label multi-target dataset of 
11503 tweets with six emotion categories. Baseline evalua-
tion is performed using DT, RF and KNN. Among the three 
models, RF performed better with the highest f1 score of 
82.6%. Mamta et al. [18] developed a multi-domain cor-
pus of 12,737 English tweets for sentiment analysis. They 
employed a deep learning-based ensemble technique with 
CNN, LSTM, and GRU and obtained a weighted f1 score 
of 84.7%.

To the best of our knowledge, a limited number of 
researches have been carried out to classify emotion from 
Bengali texts. Lora et al. [16] used different deep learning 
models (stacked LSTM, stacked LSTM with 1D convolution, 
CNN and RNN) to identify positive and negative emotions 
from Bengali texts. The RNN model with Glove embedding 
outperformed others by achieving 98.3% accuracy. Tripto 
et al. [29] applied LSTM and CNN to classify sentiment and 
emotion of romanized Bengali texts. The system achieved 
54.24% and 59.23% accuracy in sentiment and emotion clas-
sification tasks. Another work was conducted by Rayhan 
et al. [23] to predict six emotions (happy, sad, fear, anger, 
love, surprise) from 7214 Bengali texts. They implemented 
two models: BiGRU and combined CNN-BiLSTM. The 
CNN-BiLSTM model outperformed BiGRU with an overall 
accuracy of 66.62%. A corpus of 2492 texts was developed 
by Rahman et al. [21] to classify Bengali sports news com-
ments into five categories (e.g., happiness, sadness, advice, 
annoyance, neutral). They conducted various deep learning 
models like CNN, Multilayer Perceptron and LSTM, where 
the CNN model achieved the highest f1 score of 48.19%. 
Pal et al. [20] adopted LR, KNN, SVM with linear kernel, 
RF and CNN to categorize four emotion classes (e.g., joy, 
anger, sadness, suspense) and achieved the highest accuracy 
of 73% using LR.

Datasets

All classification models utilized two datasets for training, 
validation, and testing.

•	 Bengali Youtube Comment Dataset (BYCD) It is the You-
Tube comment emotion dataset offered by Tripto et al. 
[29]. This dataset consists of YouTube comments in Ben-
gali, English and romanized Bengali. Only the Bengali 
part of the dataset has been used to diminish the experi-
mental complexity.

•	 Extended Bengali Emotion Dataset (EBEmoD) A Ben-
gali emotion dataset contains six emotion classes (anger, 
disgust, fear, joy, sadness, surprise). We followed the 
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standard steps (crawling, preprocessing, annotation, 
label verification) to create an emotion annotated data-
set described by Das et al. [7]. Ekman’s [10] definition of 
emotion classes has been utilized to ensure the consist-
ency of the samples in the dataset. In the previous work 
[7], the authors did not develop any model to classify 
emotion. This work extended their work by presenting 
an automatic emotion categorization system trained over 
a dataset of 9000 samples. Cohen’s kappa score [6] is 
measured to ensure the quality of annotation. A kappa 
score of 82.43% is obtained, indicating substantial agree-
ment between the annotators.

For training and evaluation, both the datasets are partitioned 
into train, validation, and test set. Table 1 illustrates a sum-
mary of the datasets. EBEmoD comprises 9000 text samples 
with six emotion classes, while BYCD comprises 753 texts 
from four (anger, disgust, joy, surprise) emotion classes. 
The disgust class has the highest number of instances on 
EBEmoD (2080 texts) and BYCD (305 texts). Moreover, the 
anger class contained 1171 texts in EBEmoD, and the sur-
prise class consisted of the least samples (56 texts) in BYCD.

For better understandings, the training set is further 
analyzed concerning different attributes. Statistics of the 
training set are manifested in Table 2. It is observed that 
the disgust class contained a higher number of words and 
unique words on both datasets. In BYCD, the disgust class 
has seven times as many as total words compare to the 

surprise class. On average, the sad class in EBEmoD con-
tains approximately 23 unique words per text. The disgust 
class in BYCD has approximately 16 words per text, while 
the joy class is only nine words long. Instances of BYCD 
are shorter in length than EBEmoD. On average, EBEmoD 
has more than 20 words in each text, while BYCD has less 
than 15 words.

System Overview

The primary concern of this research is to develop an auto-
matic system that can categorize Bengali texts into six 
predefined emotion classes. Figure 1 exhibits the abstract 
process of the emotion categorization system, which con-
sists of four main modules: preprocessing, feature extrac-
tion, classification model generation and prediction.

Preprocessing

Raw data can have errors, duplication, noises and superflu-
ous information. Preprocessing is required to remove the 
inconsistencies as it helps to achieve accurate analytical 
results. Automated preprocessing is performed by remov-
ing punctuation, digits and unwanted characters from texts. 
A list (U) of unnecessary words, characters and punctua-
tion is created, and texts are converted into a set of words 

Table 1   Summery of the 
train, validation and test set of 
EBEmoD and BYCD

Class EBEmoD BYCD

Train Val Test Train Val Test

Anger 924 140 107 167 19 16
Disgust 1609 185 286 246 26 33
Fear 1117 151 142 – – –
Joy 1335 167 151 144 22 24
Sadness 1148 125 135 – – –
Surprise 1067 132 139 45 8 3

7200 900 900 602 75 76

Table 2   Training set statistics Dataset Anger Disgust Fear Joy Sadness Surprise

Total words EBEmoD 20,092 34,531 22,300 26,693 26,965 22,581
BYCD 2434 3816 – 1354 – 551

Unique words EBEmoD 7001 8713 6255 8333 7977 6964
BYCD 1267 1781 – 691 – 380

Max. text (in words) EBEmoD 100 99 73 216 115 72
BYCD 160 90 – 108 – 43

Avg. no. of words 
(per text)

EBEmoD 21.74 21.46 19.96 19.98 23.43 21.16
BYCD 14.57 15.51 – 9.40 – 12.24
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using the tokenizer method. Finally, unnecessary tokens 
are discarded after matching with U.

Feature Extraction

Feature extraction technique transforming text into a numeri-
cal representation in a vector form for training the classi-
fiers. This work investigates a few most widely used textual 
feature extraction techniques such as Bag of Words (BoW), 
Term Frequency-Inverse Document Frequency (TF-IDF), 
and word embeddings (i.e., Word2Vec, FastText).

•	 BoW the number of occurrences of each word within a 
document is used as features extracted [30]. A vocabu-
lary of 15k feature words is created considering the 
unique words in the corpus.

•	 TF-IDF is used to reduce the impact of less informative 
words that appear very frequently in the texts [28]. The 
term frequency (TF) is the occurrence of a particular 
word in a document, and inverse document frequency 
(IDF) measures the significance of a word in the whole 
corpus. The 15k most frequent words are considered to 
extract the combination of unigram and bigram features.

•	 Word Embedding Word2Vec [19] and FastText [5] 
embedding techniques are applied to extract the seman-
tic features of the texts. A vocabulary of 26000 unique 
words is constructed to get the features, and each sen-
tence is mapped into a variable-length sequence vec-
tor based on the word index in vocabulary. Then each 
sequence is converted into a fixed-length vector of size 
100 using the Keras pad sequence method. Finally, Word-
2Vec and FastText techniques are employed to learn the 
features where the embedding dimension is settled to 
300.

Classification Approaches

Several popular machine learning (ML) and deep learning 
(DL) classifiers are explored for the textual emotion catego-
rization task. The classifier generates a classifier model from 
the training feature vectors. The feature extractor transforms 
unseen text to feature sets and fed into the classifier model 
to predict emotion categories or classes (e.g., joy, anger).

ML Classifiers

Five well-known ML algorithms, such as Logistic regression 
(LR), Decision tree (DT), Random Forest (RF), Multinomial 
naive Bayes (MNB), and Support vector machine (SVM), 
are implemented for investigating the performance of tex-
tual emotion categorization task. Various combinations of 
parameters are tested and tuned to train the classifier models. 
The ‘lbfgs’ optimizer with ‘l2’ regularization is used to train 
the LR model for 300 iterations where the value of C is fixed 
to 1.0. For RF, 80 decision trees with 15k maximum features 
have been considered. The ‘gini’ and ‘entropy’ criterion is 
used to measure the quality of a split concerning RF and 
DT. We implemented SVM with an ‘rbf’ kernel where the 
tolerance and random state are set to 0.002 and 40.

DL Classifiers

To develop the classifier models, the three most popular deep 
learning architectures are considered as the base classifiers 
such as Convolution Neural Network (CNN), Bidirectional 
Long Short Term Memory (BiLSTM), and Gated Recurrent 
Unit (GRU). Eight ensemble-based classifiers (4 weighted 
ensembles, 4 average ensembles) were also developed using 
the combination of base classifiers.

Fig. 1   Abstract process of the 
emotion classification system
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•	 CNN popularly used in various text classification tasks 
due to their capability of capturing syntactic and seman-
tic features of the texts [14, 26]. This work considers a 
CNN with two convolution layers where the first layer 
comprises 128 filters with kernel size 5 and the second 
layer contains 64 filters with kernel size 3. To downsam-
ple the features max-pooling technique is applied with 
window sizes 5 and 3. Finally, the ‘relu’ activation func-
tion is employed to add non-linearity and output of the 
‘softmax’ layer used as the prediction.

•	 BiLSTM extracts contextual information from feature 
sequences by considering dependencies from both past 
and future [13]. We employed a BiLSTM model that con-
sists of two layers similar to the CNN model with 128 
and 64 cells, respectively. The dropout technique is used 
with a dropout rate of 0.2 to avoid overfitting, and the 
softmax layer is used for the final prediction.

•	 GRU​ captures the sequence information of various time 
scales from large sequences of data [17]. GRU is simpler 
than LSTM and takes less time to train than LSTM due 
to the smaller number of trainable parameters. Similar to 
BiLSTM, two layers of GRU having 128 and 64 recurrent 
units is utilized for model building.

•	 Ensemble This technique combines base classifiers to 
develop a specific predictive model while exploiting 
the individual classifier’s strength. This work employs 
two ensemble techniques: average ensemble (AE) and 
weighted ensemble (WE). In AE, softmax probabilities 

of the participating models are averaged, and the class 
with the highest probability is considered output. In this 
technique, the prior performance of the base models is 
not taken into account during classification. All the clas-
sifier models are given similar priority. Rather than tra-
ditional averaging, the WE offers additional weights to 
the base classifiers softmax outcome based on heuristics 
and prior results [9]. This work considered the f1-score 
of the classifiers on the validation set as the heuristic 
weight of the ensemble. Figure 2 depicts an overview of 
the proposed weighted-ensemble model for textual emo-
tion classification.

	   Let consider for each instances, every participating 
model Mi of the ensemble provide softmax probability 
vector P[]. Thus for n participating models outputs are 
P1[],P2[], ...,Pn[] . Prior f1-scores of the models on vali-
dation set are F1[],F2[], ...,Fn[] . Utilizing this values out-
put of the weighted ensemble can be computed by Eq. 1, 

Here, O denotes the output predictions of the ensemble 
model. The process of calculating ensemble weights of 
the proposed model is presented in algorithm 1. After 
multiplying with the f1-scores, softmax probabilities are 
aggregated and normalization is done by diving this with 
the sum of f1-scores. 

(1)O = argmax

�

∑n

i=1
Pi[] ∗ F[]

∑n

i=1
F[]

�

Fig. 2   Overview of the 
proposed weighted-ensemble 
model
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Experimental Details

For experimenting, we used the google colaboratory plat-
form with the python 3.6.9 package. For the task of data 
preprocessing, pandas 1.1.4 and numpy 1.18.5 are used. 
All the models in ML are implemented with scikit-learn 
0.22.2, while Keras 2.4.0 and TensorFlow 2.3.0 are utilized 
for training DL models. This work utilizes a weighted f1
-score to determine the superiority of the models. However, 
precision and recall are also reported to compare the perfor-
mances. Moreover, a detailed error analysis of the proposed 
weighted ensemble method is also presented in this section.

Results

Table 4 exhibits the performance comparison between devel-
oped models for EBEmoD. Among ML models, LR with 
BoW features achieved the highest f1-score of 56.48%. MNB 
and SVM with BoW features also attained good outcomes of 
55.75% and 55.81%, respectively. In contrast, with TF-IDF 

Table 3   Hyperparameter 
summary of DL models

Hyperparameters Hyperparameter space Optimal Value

Embedding dimension 50 ,100, 150, 200, 300, 400 300
Filters (CNN) 12, 16, 32, 64 128, 256, 512 128, 64
Pooling types ‘max’, ‘average’ ‘max’
Kernel size 3, 5, 7, 9 5, 3
Recurrent units (BiLSTM, GRU) 32, 64 128, 256 128, 64
Batch size 16, 32, 64 32
Dropout 0.1, 0.15, 0.20, 0.25, 0.30, 0.35 0.20
Optimizer ‘adam’ ‘Nadam’, ‘RMSprop’, ‘adam’
Learning rate 0.3, 0.2, 0.1, 0.001, 0.0001, 0.0005 0.001
No of epochs – 20

Since hyperparameter combination directly impacts 
the model’s outcome, models are trained with different 
combinations. Optimal hyperparameter combination is 
selected based on models performance on the validation 
set by trial and error approach. A detailed summary of 
the hyperparameter values employed in DL models is 
illustrated in Table 3. All the models used ‘adam’ opti-
mizer with a learning rate of 0.001. Moreover, models 
are trained for 20 epochs with 32 instances per batch. 
Based on the performance of the validation set, the best 
model is stored using the callback. A similar architecture 
is utilized on both datasets.

Experiments

This section provides a detailed performance analysis of 
different ML, DL, and ensemble-based models to catego-
rize Bengali textual emotion on different datasets.
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features SVM gained maximal f1-score of 57.85% amid all 
ML models. In the case of DL models, BiLSTM with Fast-
Text embedding outstripped others by achieving f1-score of 
62.22%. The obtained result is about 4% higher than the 
best ML model outcomes (SVM with TF-IDF). Initially, 16 
different models (10 ML, 6 DL) are investigated in terms of 
precision, recall, and f1-score. Out of 16, three best-perform-
ing methods (i.e., CNN, BiLSTM, GRU) are selected for 
the ensemble. Average and weighted ensemble techniques 
are applied to all possible combinations of these three base 
models. Results indicate that the weighted ensemble method 
with CNN and BiLSTM (i.e., C + B) obtained the highest 
f1-score of 62.46% for FastText embedding, outperforming 
all other models.

Evaluation results of various classifiers on BYCD are 
illustrated in Table 5. A significant reduction in the system 

performance was observed with ML models on BYCD. The 
LR model with TF-IDF acquired the highest f1-score of 
47.13% which is around 10% less than the best ML model 
(SVM with TF-IDF) outcomes of EBEmoD. However, 
in BYCD, the DL models performed better with both the 
embeddings than EBEmoD. Like EBEmoD, BiLSTM with 
FastText obtained the maximum f1-score amid DL mod-
els, which is 66.78%. It is not surprising that the proposed 
weighted ensemble method (i.e., C + B) has proven supe-
rior by achieving the highest f1-score of 67.57% for BYCD. 
Thus, it is confirmed that the proposed weighted ensemble 
method (i.e., C + B) with FastText embedding outperformed 
all other models in both EBEmoD and BYCD. The indi-
vidual strength of these models might be the reason behind 
achieving the improved performance. Convolution layers can 
extract the texts’ prominent features, and BiLSTM captures 

Table 4   Performance 
comparison of various ML and 
DL methods on the test set for 
different feature extraction (FE) 
techniques on EBEmoD

AE, WE indicates average and weighted ensemble respectively

FE technique Methods Precision (%) Recall (%) F
1
-score (%)

BoW – LR 56.69 56.44 56.48
DT 44.85 43.67 44.15
RF 53.87 53.11 52.31
MNB 56.32 55.98 55.75
SVM 58.37 55.11 55.81

TF-IDF – LR 58.10 57.33 57.49
DT 45.19 44.33 44.63
RF 58.03 54.89 53.90
MNB 64.87 58.89 55.99
SVM 60.06 58.05 57.85

Word2Vec Base CNN (C) 60.94 59.56 59.96
BiLSTM (B) 57.57 54.11 55.24
GRU (G) 60.05 57.67 57.71

AE C + B 59.66 56.67 57.71
C + G 61.25 59.11 59.78
B + G 60.38 58.22 58.87
C + B + G 63.43 60.89 61.65

WE C + B 59.85 56.89 57.90
C + G 61.38 59.22 59.89
B + G 60.49 58.22 58.94
C + B + G 63.01 60.55 61.30

FastText Base CNN (C) 58.31 59.67 58.64
BiLSTM (B) 62.52 63.11 62.22
GRU (G) 57.39 58.89 56.47

AE C + B 62.22 63.63 62.27
C + G 59.23 60.55 58.82
B + G 62.57 63.22 62.11
C + B + G 62.62 63.56 62.17

WE C + B 62.48 63.44 62.46
C + G 59.16 60.55 58.84
B + G 62.67 63.33 62.21
C + B + G 62.31 63.33 62.01
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the dependencies in the word sequences. Furthermore, the 
WE technique readdresses the softmax probabilities based 
on the primary outcomes of the models. The consideration 
of previous outcomes surely helps the model to classify text 
instances more accurately.

Comparison with Existing Techniques

The performance of existing techniques [20, 22, 23, 29] are 
investigated on the developed dataset (i.e., EBEmoD) and 
BYCD. For consistency, these techniques are implemented 
on both datasets and compared their performance with the 
proposed technique (i.e., C + B). Table 6 shows the results of 
the comparison concerning weighted f1-score. The compara-
tive analysis exhibits that the proposed weighted ensemble 
method outperformed the existing techniques by obtaining the 
highest f1-score of 62.46% (EBEmoD) and 67.57% (BYCD).

Error Analysis

The results demonstrated that the proposed weighted ensem-
ble performed better compared to other models. A detailed 

Table 5   Performance 
comparison of various ML and 
DL models on the test set for 
different feature extraction (FE) 
techniques on BYCD

 AE, WE indicated average and weighted ensemble respectively

FE technique Methods Precision (%) Recall (%) F
1
-score (%)

BoW – LR 43.65 49.33 46.14
DT 38.17 37.33 37.25
RF 42.97 44.00 40.43
MNB 45.70 48.00 46.17
SVM 45.02 46.67 41.03

TF-IDF – LR 45.66 49.33 47.13
DT 39.92 37.33 38.15
RF 42.86 44.00 40.18
MNB 43.05 40.00 36.06
SVM 43.84 40.00 34.49

Word2Vec Base CNN (C) 59.20 63.15 60.17
BiLSTM (B) 57.97 47.36 51.47
GRU (G) 59.18 61.84 59.92

AE C + B 58.04 55.26 56.29
C + G 56.67 59.21 57.09
B + G 53.80 53.94 53.42
C + B + G 55.24 57.89 55.98

WE C + B 56.06 56.57 56.01
C + G 56.67 59.21 57.09
B + G 55.31 56.57 55.49
C + B + G 55.23 57.89 55.98

FastText Base CNN (C) 61.06 64.47 62.63
BiLSTM (B) 65.69 68.42 66.78
GRU (G) 58.74 61.84 59.93

AE C + B 63.05 67.10 64.87
C + G 61.30 64.47 62.27
B + G 64.19 68.42 66.01
C + B + G 63.83 68.42 65.77

WE C + B 65.83 69.73 67.57
C + G 61.32 64.49 62.25
B + G 63.03 67.12 64.85
C + B + G 63.80 68.44 65.72

Table 6   Performance comparison between the proposed and existing 
techniques for textual emotion classification

Methods EBEmoD BYCD
f
1
-score f

1
-score

Tripto et al. [29] 53.54% 51.47%
Rahman et al. [22] 57.85% 34.49%
Pal et al. [20] 57.49% 47.13%
Proposed (C + B) 62.46 67.57
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error analysis is carried out to get a close look at the pro-
posed model’s performances. Figure 3a shows the confusion 
matrix for EBEmoD. It is observed that disgust, joy, and fear 
classes correctly classified 158, 115, and 112 among 226, 
151, and 142 instances. Out of 135 sad texts, 57 are misclas-
sified. In the case of the anger class, the model performed 
poorly. It incorrectly classified 83 texts among 107 texts. 
Figure 3b indicates that disgust and fear classes correctly 
classified 22 and 23 instances for BYCD. On the contrary, 
the proposed model incorrectly classified ten instances from 
16 samples of anger class. With the shortage of text samples 
of joy class in BYCD, the predicated model cannot identify 
any instances correctly.

Furthermore, the performance of the proposed ensem-
ble technique is qualitatively analyzed. The outputs of the 
individual models and the ensemble model are examined 
closely. Figure 4 shows few examples illustrating the con-
trasting nature of the models. We observe mixed predic-
tions from the classifiers in the first two examples where 
the proposed model correctly classifies. However, in the 
latter two instances, the model confuses disgust with joy 
and incorrectly classifies surprise as sadness. The presence 
of mixed and neutral emotion words might cause this error. 
In addition, few words are frequent on multiple classes such 

as joy & surprise, anger & sadness classes have consider-
able overlap concerning frequent words. The usage of such 
words confuses the models hence resulted in poor perfor-
mance. Contextual analysis of the texts with more training 
data might help the models to tackle such issues.

Conclusion

This paper investigated the performance of various 
machine learning (LR, DT, RF, MNB, SVM) and deep 
learning (CNN, BiLSTM, GRU) techniques for the tex-
tual emotion categorization task in Bengali. After experi-
mental evaluations of all models, this work proposed a 
weighted ensemble-based technique (combination of CNN 
and BiLSTM) to categorize textual emotions in Bengali 
for its superior performance. This work offers a manually 
annotated Bengali emotion corpus containing 9000 texts 
concerning six categories (i.e., anger, disgust, fear, joy, 
sadness, surprise). Performance analysis exhibits that the 
proposed weighted ensemble of CNN and BiLSTM (i.e., 
C + B) provides superior results among all the models. 
The proposed technique also outperformed the average 
ensemble and other baselines by obtaining a maximum 

Fig. 3   Confusion matrix of the proposed weighted ensemble model

Fig. 4   Examples indicating con-
trasting nature of the models. 
Here, ensemble indicates the 
proposed model (C + B)
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weighted f1-score of 62.44% and 67.57% on EBEmoD 
and BYCD. In future, it will be interesting to investigate 
how the proposed model responds if multi-domain hetero-
geneous data are considered. Moreover, texts from other 
categories such as hate, stress, love, and texts expressing 
mixed-emotion can also increase model generalization 
capability.
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