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Abstract
A vast number of research papers on numerous topics publish every year in different conferences and journals. Thus, it is 
difficult for new researchers to identify research problems and topics manually, which research community is currently focus-
ing on. Since such research problems and topics help researchers to be updated with new topics in research, it is essential 
to know trends in research based on topic significance over time. Therefore, in this paper, we propose a method to identify 
the trends in machine learning research based on significant topics over time automatically. Specifically, we apply a topic 
coherence model with latent Dirichlet allocation (LDA) to evaluate the optimal number of topics and significant topics for a 
dataset. The LDA model results in topic proportion over documents where each topic has its probability (i.e., topic weight) 
related to each document. Subsequently, the topic weights are processed to compute average topic weights per year, trend 
analysis using rolling mean, topic prevalence per year, and topic proportion per journal title. To evaluate our method, we 
prepare a new dataset comprising of 21,906 scientific research articles from top six journals in the area of machine learning 
published from 1988 to 2017. Extensive experimental results on the dataset demonstrate that our technique is efficient, and 
can help upcoming researchers to explore the research trends and topics in different research areas, say machine learning.

Keywords  Research trend analysis · Information retrieval · Machine learning · Latent Dirichlet allocation

Introduction

Recently, the vast number of scientific papers are published 
very rapidly and it is tiresome for the researchers to become 
streamlined with the state-of-the-art research area [27]. As a 
result of increasing scientific papers, there would be growing 
opportunity of algorithms and tools are essential to match 
the consistently increasing rate of the scientific output [8]. 
Algorithms and tools can support in examining huge col-
lections of document in structured and alternative advanced 
techniques in as compared to traditional techniques. Because 

the conventional keyword searches cannot always detect the 
themes and the main concept within the articles which can 
be shared among similar articles [37]. The themes (a.k.a. 
topics) in the articles uncovered by applying the unsuper-
vised algorithms are called as topic models [5, 6, 15, 25]. 
The themes are also known as thematic or latent structures 
from the vast collection of documents. These themes are 
naturally arising from the probabilistic characteristic of the 
collection of documents, and per-se no earlier annotation or 
labeling is necessary. As a consequence, the thematic struc-
tures can be used to systematically classify or summarize 
documents up to an extent that would be inconceivable to 
do manually. In [20, 21, 34], topic modeling algorithms have 
confirmed to be very beneficial in clarifying the major con-
cepts within a set of documents and the algorithms are fast 
as compared to conventional review methodology.

Blei et al. [6] proposed latent Dirichlet allocation (LDA) 
as one of the most known and highly researched topic 
models. LDA is a generative probabilistic topic model that 
reduces the limitations of other well-known topic model 
algorithms such as latent semantic indexing (LSI) proposed 
by [15] and probabilistic latent semantic indexing (pLSI) 
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proposed by [25]. In LDA, documents as multinomial dis-
tributions over k latent topics and each topic is modeled as a 
multinomial distribution over the fixed vocabulary. As such, 
LDA captures the heterogeneity of research topics or ideas 
within scientific publications and can be viewed as a mixed 
membership model in [17].

In this work, the LDA topic model is employed on 
machine learning articles published in well-respected main-
stream journals in the past three decades, i.e., 1988–2017. 
Machine learning is an interdisciplinary area of research 
in various research areas such as statistics, artificial intel-
ligence, and databases and has been studied steadily since 
the word ’machine learning’ was coined by Arthur Samuel. 
Actually, since the last three decades, existing machine 
learning techniques have been applied to large-scale environ-
ments for data processing or have been extended to numer-
ous application areas such as stock market, fraud detection, 
weather forecasting, etc. Furthermore, the algorithm is 
reformed according to newly emerged technology. So under-
standing the machine learning research themes of the past 
three decades will help upcoming researchers in studying 
current machine learning trends and applying it to practical 
applications. The machine learning field has revived many 
times and is acknowledged for its existence for many dec-
ades. The progress of machine learning has been presented 
very well in [13, 28]. For many years, the researchers in arti-
ficial intelligence are facing challenges in building systems 
that can imitate the intelligence like humans. The research-
ers are inspired to apply machine learning algorithms to 
enable a computer to communicate with human beings, write 
and publish sport match reports, locate the suspected terror-
ist, and autonomously drive cars. These machine learning 
algorithms are used typically to acquire information from 
the data. In machine learning, the computers don’t require to 
be explicitly programmed, but they can improve and change 
their algorithms by themselves. The machine learning sys-
tems automatically learn the program from data, which is a 
challenging task to make them manually. In the last couple 
of decades, the use of machine learning has spread rapidly in 
various disciplines as discussed in [16]. Notably, the admira-
tion of machine learning research inspires us to understand 
the research trends in this field since the existing machine 
learning techniques have applied to various application areas 
such as fraud detection, the stock market, weather forecast-
ing, etc. Additionally, the algorithms changed according to 
newly emerged technology. So understanding the machine 
learning research themes from 1988 to 2017 will help to 
study the machine learning trends and to apply it in practi-
cal applications.

Latent Dirichlet allocation is a generative probabilistic 
topic model that intends to reveal latent or hidden thematic 
representations from a text corpus. The latent structure 
represented as topics with topic proportions per document 

expressed by hidden variables that LDA postulate within 
the dataset. As referred from related work, it understood 
that the topic weight of topic proportion per document was 
not explored in uncovering the research trend in machine 
learning. The popularity of machine learning motivates us to 
understand the research trends in this field since the existing 
machine learning techniques have been applied to large-scale 
data processing environments or have extended to various 
application areas such as fraud detection, the stock mar-
ket, weather forecasting, etc. Also, the algorithms changed 
according to newly emerging technology. So, understanding 
the machine learning research themes of the past three dec-
ades will help to study the current machine learning trends 
and apply it to practical applications. The primary moti-
vation of this work was to intellectualize the evolution of 
research topics in machine learning over a period of three 
decades, i.e., 1988–2017. This work allowed us to visual-
ize and examine the development of research topics over 
time. The motivation of the study in analyzing the trends 
of significant topics over time in machine learning research 
are as follows: 

(i)	 There is a need to prepare or collect the dataset related 
to machine learning research.

(ii)	 There is a need to identify the significant topics in 
machine learning research that is not covered by other 
state of the arts previously.

(iii)	 It is required to compute the average topic weights of 
significant topics per year.

(iv)	 Trend analysis of significant topics is required to show 
their growth using rolling mean.

(v)	 It is required to compute topic prevalence of significant 
topics per year and compute the proportions of the topic 
weight of significant topic per journal title.

The contribution of this work is as follows: 

(i)	 We have prepared a dataset of machine learning 
research for the period of 1988–2017 to uncover topics.

(ii)	 We have explored the topic coherence in evaluating the 
optimal number of topics in the dataset.

(iii)	 We have identified the significant topics in the dataset 
by ranking the topic coherence score over an optimal 
number of topics in the dataset.

(iv)	 Also, we have found the average topic weights and topic 
prevalence of significant topics per year.

(v)	 Finally, we have found the trend of significant topics 
growth using rolling mean and topic weight proportion 
per journal title.

The rest of the paper is organized as follows. The next sec-
tion provides the related work on trend analysis. The follow-
ing section introduces the methodology and its explanation 



SN Computer Science (2021) 2:469	 Page 3 of 13  469

SN Computer Science

of each step and the next section discusses the evaluation 
process of methodology. Finally, the last section concludes 
the paper.

Related Work

The thematic structure can utilize in finding trends in 
research. The trends in research can be examined and deter-
mined manually or analytically. The manual process speci-
fies an intuition into the articles, but it is not at all free from 
partiality as researchers are inclined towards more cited 
papers in [43]. In contrary manual tagging is very thorough 
and requires proficiency in the documents of subject-matter 
expert, whereas the algorithmical analysis based on an auto-
matic process in [11, 12, 35] by using topic modeling.

The topic model inputs a corpus, uncovering the topics 
and improves the semantic meaning of the vocabulary. Both 
clustering methods and topic analysis can employ topic mod-
eling. Nonetheless, the topic analysis is more suitable as 
compared to clustering for detection of trends in research 
articles of the dataset in [18]. In a topic analysis, a document 
is distributed to a combination of topics, whereas in cluster-
ing, every article is prescribed to join exactly one cluster.

Topic analysis and labeling have been united to find the 
underlying topics and their trends in the text corpus. The 
uncovering of latent topics from textual data has been suc-
cessfully applied in several research area by utilizing LDA 
topic model. In [20] performed LDA on the collection of 
abstracts (i.e. 28,154) of the journal Proceedings of the 
National Academy of Sciences(PNAS) to identify topics 
and to depict their relationship to the PNAS classification 
scheme. Gatti et al. [19] used LDA on abstracts (i.e. 80,757) 
from 37 primary journals from the fields of operations 
research and management science (OR/MS) to attain intui-
tiveness into the current and historical publication trends. 
Similarly, [39] followed the same approach within the field 
of transportation research on 17,163 abstracts from 22 lead-
ing transportation journals and by [42] within the area of 
conservation science on 9834 abstracts. Apart from being 
executed on abstract data, LDA was also applied to 12,500 
full-text research articles with-in the field of computational 
linguistics by [22], 2326 articles from neural information 
processing systems papers (NIPS) by [41], and 1060 articles 
within agricultural and resource economics by [3]. In [36] 
employed LDA to understand the research trends and topics 
in software effort estimation. In the work proposed by [26], 
LDA was performed to find trends in 3962 ITU-T recom-
mendations. The authors extracted the representative topics 
for each 4-year period and the trend graphs of each topic 
using ITU-T recommendations.

Topic coherence applied with LDA model for identifying 
the optimal number of topics solutions and significant topics 

in the dataset. The significant topics determined by ranking 
the topic coherence score over an optimal number of topics 
in the dataset. Each topic contains a set of topic words and 
word weights. The word_weight is the probability of each 
topic_word in the topic. The topic distribution over docu-
ments resulted in the probability of each topic,i.e., topic_
weight for each document in the dataset. A list of topics 
with topic weight was generated for each article. The topic 
weight of each topic in articles were ordered as per its year 
of publication. This arrangement determines the behavior 
of topic over time w.r.t topic weights. We believe that topic 
weight gave an intuition to understand the trends in research.

The inference drawn from related work is that there is 
need to apply LDA to identify the trends in machine learn-
ing research and process topic weight as a result of topic 
proportion over documents in finding the trends in the topic 
over time since 1988–2017.

Methodology

In this section as in Fig. 1, discusses the methodology or 
flow chart used for data preprocessing, followed by the 
LDA topic model. Moreover, discussing the dataframe 
created for analysis and approach for solving was the 

Fig. 1   Methodology or flowchart of the study
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objective of our study. Algorithm 1 describes the steps 
of performing the trend analysis of significant topics over 
time.

Algorithm 1. Trend Analysis of Significant topics over time
#Preprocessing

1: Perform the lexical analysis, stop-word removal and stemming on the input dataset as
discussed in section 3.1.

2: After this, transform the corpus into vector form to be feed into LDA model.
#LDA Model

3: The LDA model trained of the preprocessed data prepared in the preprocessing steps.
4: Create 99 different LDA models by varying the number of topics from 2 to 100.
5: For each number of topics, calculate the coherence score (Cv).
6: Choose the optimal number of topics in the dataset based on the highest value of co-

herence score.
7: Identifying the significant topics based on the coherence score of each topic from the

optimal number of topic as selected in previous step.
#Creating dataframes for analyzing topic over time

8: Create the following dataframes for further analysis as shown in Table 1.
a: Create df.topicLabels dataframe consists of two columns as topic id and topic words.
b: Create df.wordWeights dataframe consists of three columns as topic id, topic word,
and word weight.
c: Create df.docTopicWeights dataframe consists of three columns as doc id, topic id,
and topic weight.
d: Create df.datasetDetail dataframe consists of three columns as doc id, year, and title.

9: Used the following notations as shown in Table 2 for further calculations.
10: Compute the average topic weights of topics per year using Eq. 1 and Eq. 2.
11: Compute the rolling mean for trend analysis using Eq. 3.
12: Compute the topic prevalence per year using Eq. 4 to Eq. 6.
13: Compute the proportions of significant topic weights per journal using Eq. 7.

Text Processing

The preprocessing phase involves the elimination of noisy 
words/characters from the dataset, and it was performed 
by executing the following steps. Initially, the titles and 
abstracts of the articles were tokenized into tokens. The 
generated tokens were converted into lowercase letters in 
each document. The elimination of punctuation characters, 
apostrophe, commas, quotation marks, exclamation points, 
question marks, and hyphen was performed. Further, the 
numeric values are removed to get only the textual tokens. 
Then, the standard English words were as given in nltk 
python package [4] and were customized into stop-word 
list [10] with the phrases used to develop the literature 
dataset were removed. Afterward, for preparing a useful 
literature dataset, the word forms are stemmed from their 
original root form by using the Porter Stemmer algorithm 
[31]. It stems the tokens for each document and converts 
the inflected words to their base stem. Finally, we trans-
formed documents into sparse vectors. The text files in a 
corpus contain titles and abstracts of articles. The bag-of-
words document was a representation used for converting 
the documents into vectors. In this representation, each 
article was represented by one vector, where each vector 
element depicts a pair of word-wordcount. The mapping 
between the words and their word count is called a diction-
ary. The sparse vectors are created by counting merely the 
number of occurrences of each distinct word and convert 
each word to its integer word_id. The above steps are used 
to transform a corpus into vector representation for the 
LDA model.

Latent Dirichlet Allocation

The LDA is applied to the corpus to facilitate retrieving and 
querying a large corpus of data to identify the latent ideas 
that describe the corpus as a whole [6]. Figure  2 shows the 
LDA graphical model. In LDA, a document (M) was con-
sidered as a mixture of latent topics (z), and each term (w) in 
the document was related with one of these topics. Using the 
latent clues, the topic model connects words having a similar 
meaning and differentiates the words having different mean-
ing [38, 43]. So, the latent topics signify multiple observed 
entities that have similar patterns identified from the corpus. 
The LDA is applied to pre-processed corpus data as dis-
cussed in [2, 6, 29]. It produces topic models based on the 
three input parameters, namely, number of topics (k), hyper-
parameters � and � , and the number of iterations needed for 
the model to converge. The parameter � is the magnitude of 
the Dirichlet prior over the topic distribution of a document 
( � ). This parameter is considered as some “pseudo words”, 
divided evenly between all topics present in every document, 
no matter how the other words were allocated to topics. The 
parameter � is per-word-weight of the Dirichlet prior over 
topic-word distributions ( � ). The magnitude of the distribu-
tion (the sum over all words) ascertained by the number of 
words in the vocabulary. The � and � hyper-parameters are 
smoothing parameters that change the distribution over the 
topics and words respectively, and initializing these param-
eters correctly can result in high-quality topic distribution.

Topic Coherence Measurement

After executing the LDA topic model, each topic includes 
words with a probability assigned to the words. The topic 
contains words with high probability are those words that 
likely to accompany more commonly in the topic distribu-
tion. The topics with words having high-probability, usually 
the top 10 words, are used to semantically label and interpret 
the topics. The evaluation of the quality of generated topics 
based on the measures such as the predictive likelihood of 

Fig. 2   LDA graphical model
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held-out data proposed by [40]. Nevertheless, such a meas-
ure shows negative correlation with domain experts [14], 
by accomplishing the topics with high predictive likelihood 
less consistent from a domain expert perspective. The topic 
coherence measurement is specifically essential when gen-
erated topics are used for understanding the development 
and trends within a research area. Topic coherence meas-
ures proposed by researchers as a qualitative approach which 
automatically uncover the coherence of a topic [1, 30], and 
the underlying idea is rooted in the distributional hypoth-
esis of linguistics [23]; words with similar meanings tend to 
occur in similar contexts. The topics are said to be coherent 
if most or all of the words, e.g., the topic’s top N words, are 
related. The computational challenge is to obtain a metric 
that correlates remarkably with domain experts labeling or 
ranking data, such as topic ranking data obtained by word 
and topic intrusion tests [14].

Topic coherence is the metric which essentially measures 
the human interpretability of a topic model. Traditionally 
the perplexity has been used to evaluate the topic mod-
els; however, it does not correlate with human annotations 
at times. The topic coherence is another way to evaluate 
the topic models with a much higher guarantee on human 
interpret-ability [7]. The labeling or ranking of topics by 
domain experts are often considered to be the gold standard, 
and therefore, a method that correlates smoothly is a good 
sign of topic interpret-ability. The multitude of topic coher-
ence measures and their correlation with domain experts are 
empirically and systematically explored by a recent study 
by [33]. Their systematic way uncovered a new unexplored 
coherence measure, labeled as Cv , to achieve the highest 
correlation with all available domain experts topic ranking 
data. As a result, this study adopts the Cv coherence measure 
for topic coherence calculations. Cv is based on four parts: 

	 (i)	 segmentation of the data into word pairs,
	 (ii)	 calculation of word or word pair probabilities,
	 (iii)	 calculation of a confirmation measure that quantifies 

how strongly a word set supports another word set, 
and

	 (iv)	 finally, aggregation of individual confirmation meas-
ures into an overall coherence score.

Thus, this subsection discusses the topic coherence meas-
urement for finding the optimal number of topics in dataset.

Creating the Dataframes for Analyzing Topic Over 
Time

After execution of LDA, the results are stored in dataframes 
for further analysis. Dataframes are two-dimensional data 
structure having unique columns of attributes for analysis. It 
helps us to manipulate the data to the topic change over time 
across different publication years. Table 1 shows the data-
frames created for analyzing the research topic over time. 
Afterward, combining a series of dataframes to create a large 
composite dataframe. The composite dataframes contains 
seven columns such as {index_pos, topic_id, topic_weight, 
topic_words, doc_id, year, journalTitle}. Each row of this 
dataframe contains index_pos as the numeric index value of 
each doc_id, and the topic_weight of each topic_id belong 
to each doc_id with its journalTitle and year of publica-
tion. Additionally, the topic_weight of topic_id is inserted as 
zero in the dataframe if the topic_id didn’t belong to doc_id. 
Finally, this composite data-frame ready for further analysis.

Table 2 represents the notations used in this work.

Computing the Average Topic Weights of Topics Per 
Year

The topics in the dataset evaluated by running the LDA 
model. Each topic contains a set of topic_words and word_
weight. The word_weight is the probability of each topic_
word in the topic. The topic distribution of each article is 
computed. A list of topic_id with topic_weight generated 
for each article. Initially, the topic weights are normalized 
of each topic belonging to each article in the dataset. The 
normalized topic weight is calculated as defined in Eq. (1):

Table 1   Dataframes used in this work

Dataframe Columns Description

df_topicLabels topic_id, topic_words Each row of this dataframe contains the topic_id and its corresponding topic_words. 
The topic_words contains the top ten words of each topic_id

df_wordWeights topic_id, topic_word, word_weight Each row of this dataframe contains the word_weight of each topic_word belong to 
topic_id

df_docTopicWeights doc_id, topic_id, topic_weight Each row of this dataframe contains the topic_weight of each topic_id concerning 
each doc_id in the dataset

df_datsetDetail doc_id, year, title Each row of this dataframe contains the doc_id and its publication year and the title 
of the journal, i.e., title
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where d ∈ D , i ∈ Td , twi
d
∈ TWi

d
 , and Td ⊂ T .

Now, insert the norm_topic_weight to the composite data 
frame as discussed above. The average topic weight is com-
puted by adding all of the weights for a given topic in a time 
period and dividing by the total number of documents in that 
time period as defined in Eq. (2):

where y ∈ Y ,tdy ∈ TDy , and Ty ⊂ T .
Finally, insert the avg_tw to the composite dataframe for 

further analysis.

Rolling Mean Method for Trend Analysis

Rolling mean (a.k.a. moving average) is one of the critical 
tools used to analyze the time series data. In a nutshell, mov-
ing average is simple weighted mean (sum) calculated over a 
selected historical time range. The text data is noisy, and the 
LDA model is applied to identify the topics from a dataset. 
The LDA topics contain topic-words with their topic-weight 
as a probability of each topic-word in the topic. The topic 
weight of topics for each year in the dataset is evaluated 
using the LDA model. Therefore, calculate the rolling for 
each topic t at year y is defined as in Eq. (3):

where p =
1

w
 , i = {1,… ,w} , y ∈ Y  , and integer w deter-

mines the averaging window width. Thus, the rolling mean 

(1)norm_topic_weighti
d
=

twi
d

∑i=∣Td ∣

i=0
twi

d

(2)avg_twt
y
=

∑

t∈Ty,y∈Y
norm_topic_weightt

y

tdy

(3)rmt
y
= p ×

w
∑

i=1

twt
y+i−1

method was applied to the topics for finding the trends in 
dataset.

Computing Topic Prevalence of Topics Per Year

Another approach is used as a topic prevalence to calculate 
the topic significance over time. Topic prevalence is deter-
mining whether a topic is significantly present with the maxi-
mum topic weight for a document and then computing the 
percentage of documents in a given year where the topic is 
significantly present.

Topic prevalence can be computed by identifying the topic 
with the maximum topic weight per document, grouping the 
results by year, adding up the number of top occurrences of 
each topic per year and dividing them by the total number of 
documents per year. Initially, find the topic t with a maximum 
topic weight per document d using Eq. (4):

where d ∈ D , t ∈ Td , Td ⊂ T .
Then, computing the occurrences of each topic t per year 

y using Eq. (5):

where [P] = [max_topic_weightt
y
= norm_topic_weightt

y
] , 

y ∈ Y  , t ∈ Ty , Ty ⊂ T  . Here, [⋯] is the Inversion brackets. 
[P] is defined to be 1 if P is true, and 0 if it is false. Finally, 
calculate the topic prevalence of each topic t for each year 
y using Eq. (6):

where y ∈ Y  , t ∈ Ty , Ty ⊂ T  , and tdy ∈ TDy.

(4)max_topic_weightt
d
= max{norm_topic_weightt

d
}

(5)max_countt
y
=

∑

t∈Ty,y∈Y

[P]

(6)topic_prevalencet
y
=

max_countt
y

tdy

Table 2   Notations used in this work

Notation used Notation meaning

D The set of research articles in the dataset. For each doc_id ∈ {d0, d1,… , d(∣D∣−1)} , and index_pos ∈ {0, 1,… , ∣ D ∣ −1} where 
∣ D ∣ is the total number of articles in the dataset. Each index_pos corresponding to doc_id . The doc_id is a unique name for 
each research article in dataset

T The set of topics in the dataset. For each topic_id ∈ {t0, t1,… , t(∣T∣−1)} , where ∣ T ∣ is the total number of topics
Y The set of a total number of years of publication. For each year ∈ {y0, y1,… , y(∣Y∣−1)} , where ∣ Y ∣ is the total number of years
Wi The set of topic words for topic i. For each topic_words ∈ {wi

0
,wi

1
,… ,wi

(∣Wi ∣−1)
} where i ∈ topic_id , and ∣ Wi ∣ is the total 

number of topic words for each topic
WWi The set of word weights of corresponding topic words for topic i. For each word_weight ∈ {wwi

0
,wwi

1
,… ,wwi

(∣WWi ∣−1)
} where 

i ∈ topic_id , and ∣ WW
i ∣ is the total number of word weights for each topic

TWi
d

The set of topic weights of topic i corresponding to research article d. For each 
topic_weightsd ∈ {twi

d
∣ i ∈ topic_id, d ∈ index_pos}

TDy The set of total research articles published in year y. For each total_docs ∈ {tdY0 , tdY1 ,… , tdY(∣Y∣−1) } where yinY.
J The set of journal title in the dataset. For each title ∈ {j0, j1,… , j(∣J∣−1)} where ∣ J ∣ is the total number of journal title in dataset.
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Computing the Proportions of Significant Topic 
Weights Per Journal

In this subsection, computing the proportions of signifi-
cant topic weights for each journal title to see the overall 
distribution of topics within different subset of the dataset. 
Finally, calculate the proportion of significant topic t for 
each journal title j using Eq. (7):

where j ∈ J , t ∈ Tj , Tj ⊂ T . In the next section, this method-
ology is applied to understand the trend analysis of signifi-
cant topic over time in machine learning research.

Evaluation

In this section, discusses the dataset, topic coherence as an 
evaluation metric, experimental setting, result, and discus-
sion of our work.

Dataset

The research data were collected from various well-known 
journals published with high-quality research articles in 
machine learning. We include the established journals 
like Journal of Machine Learning Research (JMLR), 
IEEE Transactions on Neural Networks (IEEE-NN), IEEE 
Transactions on Pattern Analysis and Machine Intelli-
gence (IEEE-PAMI), Science Direct Pattern Recognition 
(ScD-PR), Science Direct Neural Networks (ScD-NN), 
and Springer Machine Learning (Sp-ML). The titles and 
abstracts of research papers were considered from the elec-
tronic library of the mentioned journal articles. Recogniz-
ing significant contribution to research, we have included 
journal articles only for our work. The corpus has pre-
pared by collecting articles in the order of its publication 
time, and results are drawn from the time span of 30 years, 
i.e., from 1988–2017. Table 3 lists the number of articles 
included in our work according to the journals. Each data-
set has considered a separate corpus.

Creating the LDA Models

The LDA model trained on the preprocessed data prepared 
in the above sections. We created 99 different LDA models 
by varying the number of topics from 2 to 100. The Dir-
ichlet parameters are set to be symmetrical for the smooth-
ing of words within topics � =

1

V
 , where V is the size of 

vocabulary and topics within the documents � =
1

∣T∣
 , where 

(7)prop_topic_per_journalt
j
=

∑

t∈Tj,j∈J

norm_topic_weightt
j

∣ T ∣ is number of topics. On choosing, 𝛼 < 1 , the modes of 
the Dirichlet distribution are nearby to the corners, thus 
preferring merely a few topics for every document and 
leaving the larger part of topic proportions very close to 
zero. the Python Gensim [32] library for topic modeling 
is used for creating our LDA models. Approximation of 
the posterior distribution of our LDA models was per-
formed through variation inference called online LDA by 
[24]. Gensim implemented variation inference as online 
LDA. In E-step, the convergence iteration parameter is set 
to 100 for the variational distributions where per document 
parameters are fit (see Algorithm 2 in [24]).

Topic Coherence

As explained in “Topic coherence measurement”, we have 
created (99 in total) LDA model and calculated the Cv coher-
ence score for each model. Segmentation of top pairs is gath-
ered by combining every word from the top 10 words with 
every other word from the top 10 words. The below subsec-
tion discusses the evaluation of an optimal number of topics 
and significant topics after applying topic coherence.

Evaluating the Optimal Number of Topics

In an unstructured set of documents, where the numbers of 
appropriate trends are not known in advance, and it is a diffi-
cult task to identify the optimal number of topics. The coarse 
topic model is generated if the number of topics is insuf-
ficient, whereas an excessive number of topics can result in 
a complex model, thus, making interpretation difficult [44]. 
There is no traditional measure to defend the optimal num-
ber of solutions. However, the topic coherence is run from 
topics 2 to 100 for the dataset to find the optimal range of 
topic solutions. The maximum coherence score leads to an 
optimal number of topics for the dataset. As in Fig. 3, shows 
the optimal numbers of the topic is 40 for our dataset. Based 
on these heuristics and findings of the study [9], the optimal 
number of topic solutions for identifying the trends chosen 
as 40 for the LDA model.

Table 3   The number of articles included in this study

S. no. Journal name Duration #Years #Articles 
published

1 JMLR 2000–2017 18 1755
2 IEEE-NN 1990–2017 28 4349
3 IEEE-PAMI 1988–2017 30 4630
4 ScD-PR 1988–2017 30 6567
5 ScD-NN 1988–2017 30 3294
6 Springer-ML 1988–2017 30 1311
Total 21,906
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Identify the Significant Topics

By running LDA model on a dataset, we obtained 40 topics 
and assigned each topic an ID number range from t0 to t39 . 
The significant topics are evaluated by running the topic 
coherence on each topic which results in a sequence of a sim-
ilarity measure for each topic. As in Fig. 4 shows the similar-
ity measure for each topic arranged in decreasing order and 
elbow method is used to identify the significant topics for 
our dataset. The top eight topics are identified as significant 
topics by domain experts. The top eight significant topics 
with topic IDs are: {t2, t25, t3, t36, t12, t8, t10, t0} . Table 4 list 
down the statistics summary of topics using topic-weight. 
The topics range from 93% of the tokens in a document to 

1% (excluding the zero values), with an average at 9% and 
a median value of 5% . The most frequent value is near 1% , 
which indicates that the data predominately describes topics 
that have a minor presence in the documents. Table 5 shows 

Fig. 3   Evaluating the optimal number of topics for the dataset (1988–2017)

Fig. 4   Choosing significant topics based on coherence score per topic

Table 4   Summary statistics of topics

S. no. Statistics Topic_weight value

1 Max 0.933098
2 Min 0.010054
3 Average 0.091008
4 Median 0.054765
5 Most frequent value 0.013000
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the significant topics with topic_id and top 10 topic words 
for each topic with the corresponding word_weight of the 
period 1988–2017.

Results and Discussion

This section describes the result and discussion on the 
average topic weights of significant topics per year, trend 

analysis of significant topics using rolling mean, the topic 
prevalence of significant topic per year, and proportions of 
significant topics per journal title.

Average Topic Weights of Significant Topic Per Year

In this subsection, using “Computing the average topic 
weights of topics per year”, we are aggregating the topic 

Table 5   List of significant topics and topic labels with their topic words and weights

S. no. Topic id Topic label Topic words with their weights

1 t2 Neural network input and output Neural 0.0978 Neural_network 0.0254
Network 0.0696 Input 0.0251
Train 0.0456 Weight 0.0224
Layer 0.0317 Output 0.0220
Learn 0.0259 Recurr 0.0200

2 t25 A phase response model for brain behavior Model 0.0514 Respons 0.0109
Activ 0.0337 Studi 0.0096
Brain 0.0137 Dynam 0.0095
Behavior 0.0133 Input 0.0089
Mechan 0.0117 Phase 0.0087

3 t3 Real-time illumination estimation of scene images Imag 0.0553 Scene 0.0239
Camera 0.0370 Illumin 0.0217
Reconstru 0.0360 Depth 0.0192
Motion 0.0207 Light 0.0172
Estim 0.0272 Align 0.0167

4 t36 Implementing neural architecture using analog circuits Neuron 0.0599 Process 0.0191
Spike 0.0325 Neural 0.0163
Implement 0.0305 Analog 0.0148
Coupl 0.0250 Comput 0.0146
Circuit 0.0202 Simul 0.0144

5 t8 Synchronization of neural network with time delay Neural 0.0733 Synchron 0.0232
Network 0.0685 Global 0.0203
Stabil 0.0475 Result 0.0200
Delay 0.0441 Vari 0.0169
Paper 0.0161 Neural_network 0.0345

6 t8 Human motion detection and event tracking Track 0.0765 Human 0.0365
Sequenc 0.0667 Frame 0.0254
Video 0.0635 Trajectori 0.0242
Tempor 0.0382 Event 0.0240
Motion 0.0370 Person 0.0207

7 t10 Subspace method for linear discriminant analysis using local features Dimension 0.0487 Propos 0.0252
Space 0.0421 Linear 0.0249
Discrimin 0.0398 Project 0.0221
Method 0.0352 Subspac 0.0221
Local 0.0265 Featur 0.0207

8 t0 Measuring performance of classification accuracy of nearest neighbor Classif 0.1609 Perform 0.0245
Classifi 0.1265 Method 0.0226
Class 0.0842 Accuraci 0.0206
Decis 0.0316 Nearest 0.0203
Train 0.0248 Neighbor 0.0191
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weights to evaluate the average of topic weights for each 
year. The average topic weight is computed by adding all 
of the weights for a given topic in a period and dividing 
by the total number of documents in that period. This 
gives us the average weight of the topic over all docu-
ments in the corpus. As in Fig. 5 showed the average 
topic weights of significant topics. The topic t2 based on 
neural network shows the steady increase in average topic 
weight from 1988 till 1995, later on the scope of neural 
network decrease due to lack of computational resources. 
The average topic weight of topics t25 , t3 , t36 , and t0 shows 
neutral during the time period. Furthermore, the aver-
age topic weight of topics t12 , t8 , and t10 shows a steady 
increase in research area.

Trend Analysis of Significant Topics Using Rolling Mean

As discussed in “Rolling mean method for trend analysis”, 
the rolling mean method is used to highlight trends in the 
data and to compute the overall trajectory of a topic and to 
visualize the average on a rolling time window. The rolling 
mean strategy developed particularly for time series data, or 
data that is produced on regular intervals by some recording 
instrument. It is used for minimizing the dips and spikes of 
a particular year to find the research trends in data. Here, 
the articles of mentioned journals are collected for every 
month of a given period. The rolling time window of 3 years 
is considered for our experimental work. By computing, 
the trajectory of a particular topic using rolling mean pro-
vides a more abstracted depiction of the topic weights than 
average topic weight. As in Fig. 6 showed the rolling mean 
topic weights of significant topics. The topic t2 described 

Fig. 5   Average topic weights of 
significant topics

Fig. 6   Trend analysis of signifi-
cant topics using rolling mean
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the steady increase in trend till 1995, then trend steadily 
falling down. The trajectory of topics t25 , t3 , and t36 showed 
an increase in early 5 years and later on it decreasing during 
the rest of time period. The rolling mean of topics t12 , and 
t10 showed a steady increase in the trajectory of the topic 
throughout the time period. Finally, trend of the topics t8 , 
and t0 showed a slow increase in their trajectory since 1988.

Topic Prevalence of Significant Topics Per Year

As discussed in “Computing topic prevalence of topics per 
year”, topic prevalence is determining whether a topic is 
significantly present with the highest topic weight for an 
article and then computing the percentage of articles in a 
given year where the topic is significantly present. If we 
observe the figures for the average topic weights per year, 
the two sets of lines look very similar but not same. As in 
Fig. 7 showed the topic prevalence of significant topics. The 

topic t2 shows the highest prevalence in the years 1993 and 
1995, the prevalence gradually decreasing in the later years. 
The topics t25 , t3 , and t36 shows the highest topic prevalence 
in the years 2009, 1989 and 2003 respectively. Similarly, the 
highest topic prevalence of topics t12 , t8 , t10 , and t0 in the year 
2017, 2015, 2012 and 2006 respectively.

Proportions of Significant Topics Per Journal Title

As discussed in “Computing the proportions of signifi-
cant topic weights per journal”, Fig. 8 showed the propor-
tions of significant topic weights in each journal title. The 
significant topics contributed for each journal titles men-
tioned as IEEENN, IEEEPAMI, JMLR, SDNN, SDPR, and 
SPRINGER as 31.30% , 18.28% , 12.24% , 38.17% , 16.13% , 
and 12.41% respectively than rest of the topics. The topics 
proportion of topics t2 , t25 , t36 , and t12 prominently belongs 
to two journal titles i.e., IEEENN and SDNN. Moreover, 

Fig. 7   Topic prevalence of 
significant topics

Fig. 8   Normalized proportion 
of significant topic weights in 
each journal
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the topic proportion of topics t0 , and t10 uniformly belong 
to all journal titles. The topic proportion of topics t3 , and t8 
prominently belong two journal titles i.e., IEEEPAMI and 
SDPR. The topics generated by the LDA model has widely 
spread across different journals. Thus, the trend analysis of 
significant topics in machine learning research for the period 
was analyzed. This analysis can motivate the future research-
ers to understand the trends of the machine learning topics 
and give them the opportunity to explore further.

Conclusions

In this work, we have carried out a trend analysis of research 
topics over time in the machine learning research done over 
the last three decades. The LDA topic model is applied for 
evaluating the trends using the topic weight of significant 
topics. The dataset of machine learning research is prepared 
to uncover the topics and understand the trends in this area. 
In summary, we can see that the machine learning research 
will open a wide range of opportunities for future research-
ers and data scientists. This work provides an approach for 
identifying the rise and fall of research trends in machine 
learning. The future research aims at building a web-based 
application where the interested researchers who are newly 
venturing into this field can run the model to understand the 
effectiveness of the trend analysis.
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