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Abstract
Present-day advancement in cloud computing provides ICT infrastructure as a service on a pay per use. Cloud computing 
provides this infrastructure as a service and as service demand increases, service providers organize large-scale data centers 
with a lot of resources, and cause of huge greenhouse gases’ emission. This data center’s huge power demand necessitates 
the balancing of cloud load. To attain the optimum resource utilization, least processing time of CPU, minimal average 
response time, and avoiding over-load, cloud load balancing algorithms distributes workload across virtual machines. The 
key challenge here is to develop such a load balancing algorithm which consumes the least resources to fulfill the service 
demands. In this paper, a double threshold-based power-aware honey bee load balancing algorithm is proposed for the fair 
and even distribution of the incoming task requests to all the virtual machines. This paper compares the proposed algorithm 
with five widely used existing load balancing algorithms. Moreover, we have done the performance analysis using the popular 
CloudAnalyst simulation toolkit. Results of simulation showed that the proposed algorithm gives a note-worthy outcome 
for average response time, CPU cost, storage cost, memory cost, and energy consumption in cloud computing to show the 
resource utilization.

Keywords Cloud computing · Load balancing · CloudAnalyst · Performance comparison

Introduction

Cloud computing provides an information and technological 
pay-per-use type services [3, 5, 16, 59]. According to the 
demand of users, software applications, infrastructure, and 

platforms are served using the Internet. Cloud computing’s 
rudimentary requirement is sharing and providing compu-
tational resources such as virtual machines (VMs) based on 
user demand. Efficient VM allocation for user’s request is 
being carried out using different load balancing mechanisms 
in cloud computing. It is necessary to attain cloud computa-
tions’ potentials using effective scheduling mechanisms for 
minimizing the job execution time. As the number of users 
increases, the job requests are to be scheduled to increase 
equally, and the scheduling algorithms cannot achieve their 
requirements.

Therefore, there is a need for more efficient task schedul-
ing algorithms to minimize the time of computation, energy 
consumption, and the overall processing cost. A good algo-
rithm of task scheduling can influence the whole cloud sys-
tem directly. One best example can be a swarm intelligent 
mechanism [19, 26], i.e., bee colony optimization algorithm 
[31, 64] that is used in this paper for the development of 
our new proposed algorithm. Moreover, load balancing and 
management of cloud resources are crucial research areas 
in the cloud environment to distribute the workload equally, 
maximize the rate of resource utilization, and minimize task 
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execution [6, 22, 49, 55]. Therefore, efficient and effective 
use of optimized load balancing algorithms will provide 
maximum usage of available resources and thus enhance 
the system’s overall performance and throughput. The load 
balancing mechanism’s primary goal is to distribute the load 
equally among all nodes for optimizing the resource’s ser-
vice time and the application’s response time.

Cloud computing provides computing resources as a 
utility based on Service Level Agreement (SLA) between 
users and its cloud service provider. The Amazon EC2 [35], 
Google App Engine [72], and Microsoft Azure1 are few 
major cloud service providers that provide Platform, Infra-
structure, and Software-oriented services. Most IT organi-
zations are outsourcing their management to the cloud to 
avoid the initial capital investment on infrastructure setup 
and reduce software and hardware maintenance. Thus, the 
necessity to increase computing services forced service pro-
viders to set up highly computational powered large-scale 
data centers. A huge amount of electrical power is necessary 
to keep these data centers always in up condition and func-
tioning correctly, resulting in operational cost increment. 
Additionally, these data centers also produce and release 
greenhouse gases like carbon dioxide. This appeared as a 
significant challenge to the cloud service provider. Since idle 
servers can also consume 50% of the fully utilized power 
and 5–15% of these idle servers can be needlessly running 
in data center [9, 11]. Hence, the management of power has 
become a challenging issue. Virtualization technique is the 
mainstay of cloud computing that helps for efficient resource 
utilization by allocating VMs to a single host.

Due to the dynamic workload in a cloud environment, 
there might exist some unnecessarily running hosts in the 
cloud system. There can be some hosts that are underuti-
lized and some hosts that are over-utilized in a data center. 
Therefore, to attain load balancing and to avoid needless 
power consumption, and get efficient resource utilization, 
the concept of the live VM migration [40] can be imple-
mented. The technique of migrating VM from one host to 
another physical host keeps the user still connected, using 
minimum down-time. Using this live VM migration tech-
nique, the VMs from the under-loaded and the over-*loaded 
host can be allocated to the appropriate server. Therefore, 
the needlessly running hosts can be switched off. The over 
VM consolidation process using live VM migration results 
in degradation of performance. This paper presents the com-
parative analysis of different provisioning mechanisms to 
accomplish energy-performance trade-off maintaining the 
service-level agreement.

Testing and analyzing various scheduling and alloca-
tion algorithms for developing applications in a real cloud 

environment are a truly challenging issue. The main part 
of the cloud environment is the cloud storage system, such 
as Object-Based Schema-Oriented Data Storage System 
(RSoS System), [47, 48] and Openstack Swift [4]. Since 
most cloud manifest applications, changing a number of 
requests incoming and testing algorithms in a real cloud 
environment results in a lot of costs. The effectiveness of 
testing an algorithm for implementation in the cloud needs a 
simulation environment that can provide an environment that 
is close to the real cloud and can produce results that help in 
the analysis of the algorithms, so that they can be deployed 
on real clouds. The CloudSim is a toolkit that supports the 
modeling of systems and characteristics of cloud systems 
like virtual machines (VMs), data centers, and resource 
allocating algorithms. It implements generic application 
provisioning mechanisms that can be easily extended with 
minimum effort. It provides both modelings and simulation 
in cloud environments and also it reveals custom interfaces 
to implement the algorithms and provisioning mechanisms 
for allocating VMs under the cloud computing environment. 
Several researchers are using CloudSim in their experiment. 
In absence of this type of simulation platforms, both cloud 
customers and cloud providers have to rely either on theory 
and evaluations lacking exactness and accuracy, or on try-
error techniques which results to ineffective performance 
and creation of revenue.

There is an absence of tools for evaluating the needs of 
large-scale applications in the cloud with respect to the geo-
graphical distribution of workloads for users and servers. For 
filling this disadvantage in tools to evaluate and model appli-
cations and cloud environments, CloudAnalyst [70] had been 
suggested. It was developed to simulate large-scale cloud 
applications and study the functioning of these applications 
with respect to several deployment configurations. Devel-
opers can get help from CloudAnalyst about the insights 
of distribution of applications across the infrastructures of 
cloud and performance optimization of applications and pro-
viders using Service Brokers. CloudAnalyst was extended 
from CloudSim, and some of its abilities and characteris-
tics are extended. CloudAnalyst isolates the programming 
process from the simulation process. It allows a modeler to 
repeatedly perform simulations and perform a sequence of 
simulations, taking little variations of parameters in a fast 
and easy way. It is applied for inspecting characteristics of 
large-scale applications of the cloud.

In this paper, the performance of cloud load balanc-
ing is calculated for the distributed data centers using the 
CloudSim toolkit program. The performance analysis and 
simulation will be performed using the CloudAnalyst tool. 
It provides an easy way to evaluate new algorithms in the 
utilization of clouds, taking into consideration load bal-
ancing and scheduling algorithms. This can also be used 
to evaluate algorithms’ competence from various aspects 1 https:// docs. micro soft. com/ en- us/ azure/ stora ge/.

https://docs.microsoft.com/en-us/azure/storage/
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such as cost, application response time, execution time, etc. 
This also provides support for the evaluation of the Green IT 
strategies [15, 67]. The user uses it as the blocks for building 
a simulated environment and can add new algorithms for 
scheduling and load balancing. Thus, it is reasonably flexible 
for being used as a library by allowing writing the desired 
scenario using the Java program.

This work’s specific contributions include a systematic 
study of the proposed double threshold-based power-aware 
approach of load balancing mechanism in a cloud environ-
ment. The flowcharts portraying its functional control struc-
tures show how power-aware strategies and bees foraging 
behavior inspire load balancing for a distributed cloud sys-
tem; evaluation and comparative analysis of the performance 
of the proposed load balancing technique with respect to 
other load balancing mechanisms using CloudAnalyst simu-
lator toolkit based on various simulation parameters. The 
key contributions of this article are presented below.

– To enhance the cloud computing performance in data 
transfer cost, memory cost, storage cost, CPU cost, 
response time, and processing time uniform distribution 
of tasks within the available virtual machines of a data 
center is made through the task scheduling approach.

– Also, shows how the reduction in power consumption of 
the data center is handled through the task scheduling 
approach.

The rest of this paper is organized as follows. Section “Issues 
and Problems Related to Load Balancing in Cloud” dis-
cusses some issues that are related to the load balancing in 
the cloud environment. This section also discusses various 
parameters considered in the load balancing and provides 
the problem formulation of this article. Next, in Section 
“Related Work”, a brief study on the researched topic has 
been presented here. After that, section “Existing Load Bal-
ancing Algorithms” gives a comparative study of existing 
and proposed algorithms concerning their pros, cons, and 
various load balancing metrics. Then, in section “Materials 
and Methods”, we have presented the proposed load balanc-
ing algorithm’s flowcharts and modified the proposed load 
balancing algorithm. The simulation configuration and result 
analysis are presented in section “Simulation and Results 
Analysis” which deals with the discussion about perfor-
mance analysis of the proposed algorithm along with other 
considered load balancing algorithms. In the end, Section 
“Conclusion” concluded with some future scope of the work.

Issues and Problems Related to Load 
Balancing in Cloud

Necessity of Load Balancing

Load balancing in a cloud environment is a technique of 
distributing the surplus local dynamic workload equally 
among all the nodes and used to accomplish a high resource 
utilization and satisfaction of user ratio. It also ensures that 
no single node gets over-loaded and enhances the system’s 
overall performance. Proper balancing of load helps to 
optimally utilize the resources available, thus minimizing 
the consumption of resources. Load balancing maximizes 
throughput, enhances the system’s stability and reliability, 
future modification is accommodated, and for small jobs 
avoids prolonged starvation. This also helps for fail-over 
implementation, scalability, avoidance of bottleneck condi-
tions and over-provisioning, reduction of waiting time and 
response time, etc. Apart from these issues, a load balancing 
mechanism in the cloud is also required to obtain the green 
computing [1] that can be accomplished taking the help of 
the below-mentioned factors:

– Reduction in consumption of energy.
– Reduction in emission of carbon.

Various Parameters Considered in Load Balancing

Various existing load balancing mechanisms [6, 19, 31, 63] 
in cloud environment consider different types of metrics 
such as throughput, response time, migration time, perfor-
mance, resource utilization, scalability, associated overhead, 
and fault tolerance. These parameters are described about 
the provided service quality in the cloud system. The detail 
descriptions of these parameters are presented in Table 1.

The main goal of the proposed algorithm is to design 
such a task scheduling approach which not only minimize 
the response time but also make beneficial to the service 
consumer by reducing the service cost. For this reason, some 
more parameters are considered, as memory cost, CPU cost, 
storage cost, and data cost these are described about the 
amount of cost is needed to accomplish a task. The math-
ematical formulae of the load balancing parameters are pre-
sented in Listing 1.
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Data Transfer Cost (DTC) = ( total_data / (1024 * 1024) ) *
cost_per_data_GB ;

CPU Cost (CC) = ( total_time_in_ms / (1000 * 3600) ) *
cost_cpu_per_hour ;

Memory Cost (MC) = (total_time_in_ms / 1000 ) * cost_per_memory ;

Storage Cost (STC) = ( total_time_in_ms / 1000 ) *
cost_per_storage ;

Total Cost (TC) = DTC + CC + MC + STC ;

Throughput= Total accomplished task / time duration

Resource Utilization = processing time/ (processing time+Idle time
)

Migration time=Total traverse time/( number of nodes * number of
tasks)

Energy Consumption= Energy consumption in idle time + Energy
consumption in processing time

Research Issues Related to Load Balancing

Various research issues should be taken into account in 
developing a load balancing algorithm that can help obtain 
an optimal solution. These are mentioned below.

– In implementing a load balancing algorithm, the distance 
between the cloud nodes should be considered. The algo-
rithm developed should work effectively and efficiently 
in case nodes are far away from such as the Internet and 
for nodes close to each other such as the Intranet.

Table 1  Description of load balancing parameters involved in cloud environment

Parameter name Description Value to be

Overhead associated Specifies the amount of overhead associated with the execution of a load balanc-
ing algorithm

Minimized

Throughput Used for calculating the no. of tasks that completed execution successfully Maximized
Resource utilization Used for checking the amount of utilization of resources Optimally maximized
Scalability The capability to distribute the tasks of load balancing within a limited number 

of resources
Improved for better performance

Response time The total time is needed to respond by a particular load balancing mechanism in 
a system

Minimized

Fault tolerance The capability to achieve load balancing uniformly despite of arbitrary node or 
link failure

Maximized

Migration time The time is taken for the migration of a task or resource from one node to another 
node

Minimized

Performance Used for checking the efficiency of the system Maximized at a cost that is reasonable
Energy consumption The total amount of energy is taken by all the resources of a system. It helps to 

avoid overheat generation and reduce consumption of energy
Minimized

Carbon emission Calculates the amount of carbon emission by all existing resources in the system Minimized

– Implementation mechanism and operational mechanism 
of algorithm development should not be complicated, 
since it may cause degradation in its performance.

– Single point of failure and deadlock condition should be 
avoided in the proposed algorithm of load balancing.

– Algorithm should take care of all possible scenarios in 
the cloud environment that can enhance the load balanc-
ing parameters as Table 1.
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Problem Formulation

The primary goal of the cloud computing system [10, 13, 
14] is to provide the services in such way that it makes the 
economic benefits of cloud service consumers by utilizing 
the available resources in optimized manner. The resource 
allocation and deallocation mechanism is needed for avoid-
ing underutilized or over-utilized conditions of the resources 
which affects the cloud services. Random selection of the 
resources for handling the load makes some resources are 
over-loaded or under-loaded or idle. Evenly distribution of 
load enhances performance by migrating load from over-
loaded server to under-loaded server. Thus, it leads to the 
development of many algorithms for scheduling and load 
balancing as mentioned next in Section “Related Work”.

Some authors just focused on the node’s accessibility, 
and only a few factors are considered, such as the node’s 
memory, the capacity of processing, etc. [6, 40]. Thus, some 
more factors are added here, such as the bandwidth of VM, 
VM computing capacity that is calculated concerning mil-
lions of instructions per second, count of processors in a 
VM, and VM’s storage capacity. All these factors will be 
used to quickly get the most relevant and available resources 
for the considered task. Several research papers [25, 27, 29, 
73] consider the concept of priority which could cause the 
increment of the response time. Therefore, Shortest Job 
Criteria are considered to minimize the average response 
time of cloudlets. The honey bee foraging concept is to dis-
tribute the nodes’ workload and search for an optimal path 
toward the most relevant resource in the cloud. In contrast, 
the double threshold-based power-aware concept is applied 
to reduce energy consumption. Performance of the system 
is calculated based on efficient scheduling mechanism and 
resource allocation characteristics of cloud computing. 
These considered characteristics impact cost optimization 
that can be achieved by enhanced response time and data 
center processing time.

Related Work

In this section, we describe different cloud load balanc-
ing algorithms. Here, the primary focus of this study is on 
allocating all incoming requests across the available virtual 
machines that have a minimum response time. Extensive 
research works will develop the power-aware data center by 
keeping energy-performance trade-off in the cloud environ-
ment. Different studies show that the load balancing is main 
objectives of optimized scheduling compared to the emission 
of CO

2
 , processing power, usage of the fan, and others. The 

optimization of tasks consists of only the initial allocation 
of a VM to a host in most studies. Few more research works 
have been aimed at the issue of rescheduling VMs running 

on an over-loaded host. There are different algorithms and 
techniques for the efficient and effective utilization of cloud 
resources by the consolidation of servers.

The static consolidation process [46] is not a feasible 
option at the time of VMs live migration. At the initial 
static mapping, the server consolidation is not done for an 
extended period of time. Thus, a dynamic VM consolidation 
is a better option, as shown in article [12]. Live migration of 
VMs helps switch off hosts when they are under-loaded or 
over-loaded or both and thus minimize power consumption. 
DRSQ [49] properly utilizes the resources by assigning tasks 
to the corresponding practical resource. First work on energy 
management for the virtualized data center was proposed 
[50]. Here, the proposed architecture to the data center is the 
separation of resources at local and global levels. However, 
the author does not properly mention about the automatic 
resource allocation mechanism at a global level.

The authors of the article [42] considered the load and 
suggested a power-aware load balancing algorithm applied 
to the VM with an upper and lower threshold. Migration 
occurs when the load crosses the threshold boundary. Here, 
authors did not consider the CPU utilization and real data 
center data to run their experiment. Similar work has been 
done in [20] using a K-nearest neighbor regression mecha-
nism for predicting resource usage of each host. Here, the 
authors do not describe the no. of VM migration sat the 
algorithm which is a crucial part for deciding the residual 
bandwidth availability in a data center. Another work in the 
same domain was done in [43] where authors mainly con-
centrated on a lower and upper threshold for minimizing 
power consumption at a data center and VM migrations. 
Since a static value is used here, it is not the right solution 
for increasing CPU utilization and dynamic workload within 
the data center.

VMware Vsphere distributed energy management [68] 
operates on an upper and lower threshold that is set at 81% 
and 45%. It is not acceptable as the utilization may vary 
differently for various data centers. A mechanism was pro-
posed in [8] that deals with the power and efficient dynamic 
VM migration problem. Here, the authors proposed several 
algorithms to detect host over-loading but only a general 
algorithm for detecting the host under-loading. The consoli-
dation of VM and Shingo can make a reduction of power 
consumption, and Toshhinori proposed a rank-based method 
for VM consolidation [62] for this. Here, the VM migration 
to a suitable destination host is based on host rank.

In [65], authors use backfilling with first-come-first-
serve mechanism a combination of runtime and kill times, 
scheduled shorter tasks before their time if determined not to 
interfere with other tasks deadlines. Errors exist in run time, 
and kill times are estimated, which were found to be effec-
tive. Suresh et al. in [61] enhanced a backfilling mechanism 
that places similar length next to each other tasks to ensure 



 SN Computer Science (2021) 2:395395 Page 6 of 16

SN Computer Science

that they complete approximately simultaneously and make 
free the computation power which larger sized jobs will uti-
lize. These kinds of scheduling mechanisms optimize the 
make-span. Garg et al. [25] suggested several techniques to 
find appropriate task placements across the heterogeneous 
type of hosts with different workloads for minimizing energy 
consumption. Voltage scaled dynamically was emerged as 
adjusting the host’s voltage for saving energy depending on 
load [38]. Another power-aware approach like [39] is con-
solidating VMs to the server for turning off others that had 
been freed off.

Heuristics attempt for learning some characteristics of 
a solution for being able to generate better solutions later 
on. Ant Colony Optimization (ACO) is used a no. of times 
for scheduling purposes in the cloud. Zhu et al. [73] pro-
posed an ACO-based algorithm in which tasks have metrics 
of quality of service related to bandwidth, task completion 
time, cost, and reliability. These properties help for choos-
ing placement among heterogeneous resources. Similarly, 
Feller et al. [21] modified ACO for a problem of workload 
balancing. The system allows the same tasks overtime to 
record the maximum requirements of resource for each job, 
making their deployment easier once the system has learned 
the near-optimal solution. Similarly, minimizing both wast-
ages of resource and energy consumption using ACO was 
proposed in [23].

Various researchers focus on designing distinct algorithm 
that minimize the energy consumption at task execution 
time. Some of them are described here. Genetic Algorithms 
(GA) have also been used in formulations with multi-objec-
tives, as shown in [71]. Here, the authors proposed an algo-
rithm where resource wastage is optimized, consumption 
of power, and thermal dissipation costs are also optimized. 
Among other rescheduling techniques, Mi et al. [44] used 
GA for adjusting the data center as per dynamically changing 
requests to minimize power consumption. Kusic et al. in [37] 
suggested an algorithm for minimizing energy consumption 
by handling the small clusters’ applications of servers to 
ensure SLA levels. This algorithm considered the expected 
request demand at the time of application allocation and 
the hosts for VM allocation to avoid the later switching and 
dynamically adjusts of the no. of VMs. Chaotic Darwin-
ian Chicken Swarm Optimization (CDCSO) algorithm [33] 
assigned tasks to the virtual machine based on certain multi-
objective parameters, namely energy, cost, task completion 
time, response time, throughput, and load balancing index. 
This technique reduces the cost, energy consumption, and 
make-span. Our proposed approach points out another direc-
tion for reducing the energy consumption of the data center 
by shutting down the unallocated or idle VMs.

Additionally, setting rules without any flexibility to 
learn may not give a response to system changes or require-
ments of tasks. An adaptive mechanism of rescheduling that 

minimizes energy without depending on previous knowledge 
of resource requirements is required to dynamically solve 
the power efficiency issue. Such a technique can learn and 
respond to changes in an adaptive way. Sran et al. proposed 
a load balancer in [60] which controls the payload flow 
based on static or dynamic thresholds. The author analyzed 
the existing algorithms like throttled, round-robin, biased 
random sampling, and equally spread and proposed a new 
algorithm that increases the performance while decreasing 
the overall time of requesting and processing. Another load 
balancing mechanism is presented in [57] for balancing load 
and task’s priorities which are removed from over-loaded 
VMs. This is based on honey bee foraging behavior which 
reduces response time and enhances the overall throughput, 
but the power consumption is not investigated here.

Authors in [69] suggested a green scheduling algorithm 
in a cloud environment that can optimize the power con-
sumption. Here, for rescheduling of the services an adapted 
bee colony algorithm and managing of power consumption 
an ant colony algorithm are used. Contrary, this work use 
modified bee colony algorithm and other double threshold-
based power-aware mechanism for detecting over-utilized 
hosts, and VM selection. Similarly, in [17], an architectural 
principle for managing clouds in an energy-aware way was 
proposed. They also proposed power-efficient resource allo-
cation and scheduling strategies. However, since they used 
static thresholds of utilization, this technique may not be 
effective and efficient in cloud environments.

Recent work in [27] presented an adaptive approach for 
dynamic load balancing of VMs based on analytical, heuris-
tics, and historical data about VM’s usage of the resource. 
Authors proposed mechanisms like Interquartile Range 
(IQR), Robust Local Regression (RLR), Median Abso-
lute Deviation (MAD), and Local Regression (LR) for the 
arrangement change over-loading detection host. Addition-
ally, to select the VM, one of the Minimum Migration Time 
technique [53], Random Choice technique [7], and Maxi-
mum correlation technique [32] is used.

Nature inspired in designing the efficient load balancing 
algorithm in cloud domain. Yao et al. [24] suggested a load 
balancing technique by concerning an artificial bee colony 
(ABC) algorithm and presented an enhanced artificial bee 
colony algorithm for increasing the system’s throughput. A 
load balancing technique using modified PSO task sched-
uling (LBMPSO) [54] considered the execution time, and 
starting time variation of the tasks and assigned them to 
the ideal VMs. It minimized the make-span and maximized 
the resource utilization value. LBMM [58] designed a task 
scheduling approach to overcome the load imbalance draw-
back of the max–min algorithm. As a result, it increased the 
turnaround and throughput of the system. Binary bird Swarm 
Optimization-Based Load Balancing (BSO-LB) algorithm 
[45] applied the concept of the mimicking behavior of a 
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flock of birds in cloud domain for load balancing and task 
scheduling purpose in such a way that minimized the make-
span and maximized the resource utilization and throughput 
value of the system. However, the authors did not consider 
the energy consumption issue or the SLA violation issue 
which is considered in our proposed approach.

In the recent era, researchers focused on hybrid algo-
rithms to handle the huge workload in the cloud comput-
ing system. Some of them are discussed below. Hybrid 
Max–Min Genetic Algorithm (HMMGA) [34] combination 
of max–min algorithm and the genetic algorithm used to 
balance the load of the available VMs and scheduled the task 
in such a manner that it reduced the task completion time in 
between heterogeneous VMs. Authors of the article [18] pro-
posed a load balancing method consists of two approaches, 
namely autonomous technique for avoiding the assignment 

of extra request to the VM which creates load redundancy, 
and prediction technique for predicting the future state of the 
VMs to minimize the request transfer cost from over-loaded 
VM to under-loaded VM for reducing the inter-VM com-
munication overhead. Nowadays, the cloud domain faces a 
big challenge that is huge energy consumption with a huge 
workload.

Existing Load Balancing Algorithms

In this section, we present five well-known load balancing 
algorithms of cloud environments that are used for compari-
son with the proposed load balancing algorithm. However, 
in this section, we have also done theoretical comparisons 
on these five load balancing algorithms in terms of their 

Table 2  Parametric comparison 
of a list of parameters, viz., 1 -> 
fault tolerance, 2 -> migration 
time, 3 -> overhead, 4 -> 
performance, 5 -> resource 
utilization, 6 -> response time, 
7 -> scalability, 8 -> throughput

Algorithm Mechanism Parameters

1 2 3 4 5 6 7 8

RR [29] Static and centralized X X ✓ ✓ ✓ ✓ ✓ ✓

ESCE [63] Dynamic and distributed ✓ ✓ X ✓ ✓ ✓ ✓ X
TLB [66] Dynamic and distributed X ✓ X ✓ ✓ X ✓ X
HBF [56] Dynamic and distributed X X X X ✓ X X X
ACO [51] Dynamic and distributed ✓ ✓ X ✓ ✓ X ✓ X
DTPAHBF (proposed) Dynamic and distributed ✓ X X ✓ ✓ ✓ ✓ X

Table 3  Comparison of pros and cons of different algorithms considered for performance comparison

Algorithm Pros Cons

RR [29] Process of allocation of job, Response time, Resource 
utilization

No earlier information about any process

Equal distribution of workload Job processing time is not considered
ESCE [63] Enhanced response time No fault tolerance for the presence of a single point of 

failureMaximum throughput
Minimized data transfer cost

TLB [66] Distributes the load equally across the VMs Does not consider the present load on VM that can result in 
the increased response time for a task

The load balancer maintains VMs and their corresponding 
states (Available or Busy)

Higher maintenance is needed for VMs

HBF [56] VM’s waiting time and response time are reduced Throughput does not increment with the size of the system
Without VM, high-priority tasks cannot work here

ACO [51] Under-loaded nodes are identified in the best case Network overhead is created
Decentralized A number of ants and points of beginning can not be per-

ceived easily
Ensures availability and provides efficient resource utiliza-

tion
After visiting by ants, status changing of nodes is not 

considered
Increases the no. of requests processed and decreases the 

multiple requests’ processing time
Availability of node is only taken into consideration

Throughput is maximized
DTPAHBF (proposed) Efficient This may initiate unnecessary migration of VMs

Minimal power consumption
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implementation environment, parameters, and their pros and 
cons, as shown in Tables 2 and 3, along with the proposed 
algorithm of this article.

There are various mechanisms that exist for balancing 
the load in multiple situations. Static mechanisms [6, 46, 
55] are very efficient in the case of a stable environment. 
Whereas the dynamic algorithms uninterruptedly observe 
the resources during runtime [2, 36, 60]. The dynamic algo-
rithm provides a much better solution to adjust the workload 
dynamically at runtime. Tables 2 and 3 and a short explana-
tion of each of the algorithms in this section give a better 
understanding of these algorithms.

Round Robin (RR) Load Balancing Algorithm This algo-
rithm is considered the most fundamental and the least 
complicated scheduling algorithm. Here, on the concept of 
time quantum is used, where a quantum of time is assigned 
for each processor. This technique is distributed among all 
processors. Moreover, each process is allocated in the pro-
cessor in the way of rounded ordering. This mechanism of 
load balancing uses the round-robin concept [29]. If any pro-
cess does not finish its execution within a given time, then 
the process will be put at the waiting queue’s end position. 
Round Robin Algorithm [29] selects the load randomly, thus 
resulting in a condition where some nodes are over-loaded 
and others are under-loaded, which is the main drawback of 
the approach. Also, there is an extra load to the scheduler 
for deciding the quantum size. This technique has a larger 
average waiting time, longer turnaround time, longer context 
switches, and lower throughput.

Equally Spread Current Execution (ESCE) Load Balanc-
ing Algorithm This algorithm [63] considers the allocation 
size and distributes the load randomly. After that, the task 
load is transferred to that VM that is loaded lesser or will 
handle the task efficiently; taking less time gives maximum 
throughput. This is the spread spectrum mechanism where 
the load balancer spreads the job load to multiple VMs. In 
this technique, the load balancer keeps a VMs table and the 
currently allocated request numbers to the corresponding 
VMs. In this Equally Spread Current Execution mechanism, 
there is a communication between the DataCenterController 
and the load balancer for keeping the index table updated, 
leading to overhead. Moreover, this overhead creates a delay 
to respond to the incoming requests [63].

Throttled Load Balancing (TLB) Algorithm TLB [66] 
keeps the index table of all the VMs with the maintaining 
of each VM’s state (available or busy). At the algorithm’s 
starting point, all the VM’s state is available. The Throttled 
VM load balancer analyzes the VM allocation table from 
start to end till the currently accessible VM is identified. The 
table must be searched entirely.

Honey Bee Foraging (HBF) Load Balancing Algorithm 
Effective and efficient implementation of load balancing 
mechanism will construct cloud computing more empirical 
and jointly enhances user satisfaction. Among the mecha-
nisms, a honey bee forage mechanism [41] is utilized for task 
allocation and load balancing. When tasks get allocated to 
the VMs, current load has been calculated. Whenever the 
VM gets over-loaded, then the VM migration is done among 
of those VMs whose load is below the threshold value [73]. 
Honey Bee forage mechanism uses task migration and 
sub-urbanized load balancing technique in this circle. This 
mechanism ensures system performance and avoidance of 
system imbalance.

Ant Colony Optimization (ACO) Load Balancing Algorithm 
ACO [21] derives from the natural behavior of the real 
ants. In this load balancing, algorithm [51], the head node 
is selected randomly that is responsible for generating the 
ants. The task of these ants is to identify the positions of the 
under-loaded or over-loaded nodes in the cloud system by 
traveling the entire cloud network. At the time of traversing, 
ants update a pheromone table by that each cloud system 
node can monitor the utilization of resources.

Materials and Methods

The proposed work aims to make an effective and efficient 
scheduling and uniform workload distribution across the 
resources of cloud with an excellent performance rate. This 
paper is based on the classical swarm intelligent technique 
[52], i.e., a metaheuristic algorithm, honey bee foraging load 
balancing algorithm [30] along with double threshold-based 
power-aware load distribution concept to reduce energy con-
sumption. We implemented the scheduling and load balanc-
ing algorithms within a cloud scenario to determine which 
virtual resource is over-loaded or under-loaded.

There exist several data centers and virtual machines. 
These virtual machines have their ID, CPUs, bandwidth 
capacity, memory, and processing power. VM’s over-loading 
and under-loading situations are determined by the number 
of active tasks in the VM. It decides by a threshold value. 
When the active task is above 90%, then an over-loading 
situation occurs, and when it is below 20%, then an under-
loading situation occurs. Here, these 90% and 20% are called 
threshold values for deciding over-loading and under-load-
ing situations of VMs, respectively. These threshold values 
are considered in our approach for experiment as input. It is 
decentralized to avoid the bottlenecks situation and single 
point of failure. It uses the following parameters to execute:

– Maximum number of job allocation in VMs.
– Number of currently allocated job in VMs.
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– Number of currently active VMs.
– Virtual machine states list.
– Lower and upper cut-off value of modified honey bee 

algorithm.

In this work, specific intelligent behavior of a honey bee 
swarm called foraging behavior is considered. Through the 
foraging mechanism, bees are continuously searches for the 
food sources with food quality, quantity, and direction [28]. 
Also, bees are communicated with each other through the 
waggle dance. In such way, it reduces the chance of occur-
ring over-loading and under-loading situation of VMs and 
increases the resource utilization.

A new Double Threshold-based Power-Aware Honey 
Bee (DTPAHB) Load Balancing algorithm simulates this 
behavior of real honey bees is discussed for solving opti-
mization problems. The flowchart of the proposed double 
threshold-based power-aware honey bee (DTPAHBF) load 
balancing algorithm is shown in Fig. 1 and pseudo-code of 
the proposed approach is given as a supplementary mate-
rial. This honey bee-inspired load balancing is based on a 
dynamic approach on double threshold values depending on 
the maximum number of virtual machine counts. The upper 
threshold value is 90% of the maximum count, and the lower 
threshold value is 20% of the maximum count. Once the 
tasks are allotted to the VMs, the current load is calculated. 
If the VM becomes over-loaded, the task is transferred to the 
VM based on the currently active VM count with respect to 
the lower and upper threshold. Suppose the currently active 
VM count is less than the lower threshold value. In that case, 
the least allocated VM is chosen for task allocation instead 
of using a modified honey bee algorithm to reduce migration 
time and cost, storage cost, CPU cost, and memory cost and 
thus save energy. If the currently active VM count is greater 

Fig. 1  Flowchart of proposed double threshold-based power-aware 
honey bee (DTPAHBF) load balancing algorithm

Fig. 2  Flowchart of the modi-
fied double threshold honey bee 
foraging algorithm
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than the upper threshold value and an unallocated VM is 
available, choose that VM; otherwise, choose the least allo-
cated VM instead of using the modified honey bee algorithm 
to save time, cost, and energy.

When currently active VM count is within the lower and 
upper threshold value, i.e., within the normal range, then 
a double threshold-based modified honey bee algorithm is 
followed to get the optimized VM allocation of the task. 
The flowchart of the modified double threshold honey bee 
foraging algorithm is shown in Fig. 2. In the modified honey 
bee algorithm, if the number of VM allocation is within the 
normal range, i.e., within 20–90% of the maximum alloca-
tion count, then scout bees will not be sent further searching 
food source; otherwise, it will go for it. After the VM for 
task allocation is chosen, all unallocated or idle VMs are 
detected and removed from the host to reduce unnecessary 
energy consumption. If any host contains VMs that are all 
unallocated or idle, then the host must be shut down or sent 
to sleep mode for reducing colossal energy consumption. 
An idle VM consumes about 70% of energy concerning a 
fully utilized VM. Honey Bee forage technique hires sub-
urbanized load balancing methodology, and task transfer is 
blow on the fly.

Simulation and Results Analysis

The experimental setup, results, and discussions of the 
experiment for this research work are presented in this sec-
tion. The CloudAnalyst simulator is used for this experiment 
presented in this section. The results are obtained by com-
paring the proposed algorithm with five existing load bal-
ancing algorithms (Round Robin, ESCE, Throttled, Honey 
Bee Foraging, and ACO).

Simulation Configuration

We have performed the simulation followed by performance 
analysis using the specific configuration in the CloudAnalyst 
toolkit [70]. CloudAnalyst is designed to model the resource 
scheduling algorithm, cloud service brokers, and cloud data 
centers. vmLoadBalancer component of the CloudAnalyst 
is used to implement the load balancing mechanism. This 
simulator provides an user-friendly GUI to remove all 

complexities for the programming aspect. It allows parame-
ter sweep to do the experiments by users. This CloudAnalyst 
framework can allow users to set the regions for cloud-based 
user bases and data centers. Several other parameters can 
also be configured like: number of requests generated by per 
user per hour, number of user bases, number of VMs and 
number of CPUs, amount of storage and bandwidth of the 
network, and some other significant parameters, as shown 
in Table 4.

Based on the parameters mentioned in Table 4, cloud 
analyst judges the simulation and its results are presented in 
a graphical format. Following are some statistical metrics 
based on which we have derived the output of the simulation 
and compare the performance 

1. Average response time of the system.
2. Average processing time of the data center.
3. CPU cost of the virtual machine.
4. Storage cost of the system.
5. Memory cost of the system
6. Total data transfer cost.
7. Energy consumption of the overall process.

The CloudAnalyst enables to repeatedly do the simulation 
experiments with parameter variations quickly and easily. 
This is a tool using which testing and simulation are done 
with different metrics. It is used to examine the behavior of 
huge applications, present in cloud.

Experimental Setup

The parameters for the configuration of User Bases, Applica-
tion Deployment, Data center, and Physical Hardware details 
of any Data Center are defined as given in Tables 5,  6,  7, 
and  8, respectively.

Table 5 shows that the six distinct regions of the cloud 
are selected to set up the user bases’ locations. The service 
requests of these user bases are handled by the four data 
centers. The data centers are located in such way, first one 
in region 0, second one in region 2, third one in region 1, 
and fourth one in region 5. The number of allocated VMs is 
presented in data centers (DC) like, 2 VMs in DC1, 5 VMs 
in DC2, 10 VMs in DC3, and 4 VMs in DC4. The user bases 
select the optimized response time-based data center for the 
application execution purpose under the applied load bal-
ancing policy that considers the Optimized Response Time 
broker policy.

The different no. of virtual machines are defined in the 
data center. Virtual machines have 512 Mb of RAM memo-
ries and 10 Mb bandwidth. Simulated hosts have Xen as 
virtual machine monitor, Linux operating system, and x86 
architecture. The hosts have 100 GB storage, and 2 GB 
RAM. Others, each machine has the same number CPUs 

Table 4  Parameter settings for CloudAnalyst simulation

Sl No. Parameter Value

1. VM Memory 512 MB
2. Data Center OS Linux
3. Data Center VM Xen
4. Data Center Architecture x86
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and speed. The grouping is done in such way, users by a 
factor of 10, and requests by a factor of 10. 100 instruc-
tions corresponding of each user request are executed. CPU 
takes nearly 45 watts and other units take nearly 28 watts to 
process each request. The simulation duration took 10 min. 
Used the response time and processing time metrics and also 
CPU cost, storage cost, memory cost, data transfer cost, and 
energy consumption to compare the proposed algorithm with 
other existing algorithms.

Table 5  Configuration of user 
bases used in the experiment

Name Region Requests/
User/Hr.

Data Size/
Req. (Bytes)

Peak Hours 
Start (GMT)

Peak Hours 
End (GMT)

Avg. Peak Users Avg. Off 
Peak 
Users

UB1 2 60 100 3 9 1000 100
UB2 0 60 100 3 9 1000 100
UB3 1 60 100 3 9 1000 100
UB4 3 60 100 3 9 1000 100
UB5 4 60 100 3 9 1000 100
UB6 1 60 100 3 9 1000 100
UB7 3 60 100 3 9 1000 100
UB8 5 60 100 3 9 1000 100
UB9 4 60 100 3 9 1000 100
UB10 0 60 100 3 9 1000 100
UB11 1 60 100 3 9 1000 100
UB12 4 60 100 3 9 1000 100
UB13 5 60 100 3 9 1000 100
UB14 2 60 100 3 9 1000 100
UB15 0 60 100 3 9 1000 100
UB16 3 60 100 3 9 1000 100

Table 6  Configuration of application deployment used in experiment

Data center # VMs Image size Memory BW

DC1 2 10000 512 1000
DC2 5 10000 512 1000
DC3 10 10000 512 1000
DC4 4 10000 512 1000

Table 7  Configuration of data 
center used in the experiment

Name Region Arch. OS VMM Cost /
VM ($/
Hr)

Memory 
Cost ($/s)

Storage 
cost ($/s)

Data Transfer 
Cost ($/GB)

Physi-
cal HW 
units

DC1 0 x86 Linux Xen 0.1 0.005 0.01 0.1 2
DC2 2 x86 Linux Xen 0.1 0.005 0.01 0.1 5
DC3 1 x86 Linux Xen 0.1 0.005 0.01 0.1 10
DC4 5 x86 Linux Xen 0.1 0.005 0.01 0.1 4

Table 8  Configuration of 
physical hardware details of one 
data center (e.g., DC2) used in 
the experiment

Id Memory (MB) Storage (MB) Available BW # Processors Processor speed VM policy

0 204800 100000000 1000000 4 10000 TIME_SHARED
1 204800 100000000 1000000 4 10000 TIME_SHARED
2 204800 100000000 1000000 4 10000 TIME_SHARED
3 204800 100000000 1000000 4 10000 TIME_SHARED
4 204800 100000000 1000000 4 10000 TIME_SHARED
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Results and Discussion

The obtained result set from our experiments are displayed 
in Tables 9 and  10. Also, the corresponding graphs are 
shown in Figs. 3, 4, 5, 6, and 7.

The results shown in Table 9 and graphs presented in 
Figs. 3 and  4 showed that the proposed algorithm has the 
same results with respect to overall response and processing 
time with the other existing algorithms when considering 
Optimized Response Time Service Broker policy. Also, it 
can be seen that Round Robin, HBF, and ACO are better 
than ESCE, TLB, and the proposed algorithm considering 
the maximum response time. Whereas, Round Robin, ESCE, 
TLB, and ACO have better maximum processing time than 
HBF and the proposed algorithm. However, if one considers 
the other cost measures like CPU cost, data transfer cost, 
storage cost, and memory cost, then the proposed algorithm 
is giving better results, as shown in Figs. 5 and  6. Also, as 
per the energy consumption shows in Fig 7, our proposed 
algorithm consumes less energy compared to other consid-
ered algorithms.

Table 9  Results of response time (RT) and processing time (pt) con-
sidering optimized response time service broker policy

Algorithms Avg. (ms) Min (ms) Max (ms)

RR [29]
 RT 148.29 37.60 381.13
 PT 0.42 0.01 0.88

ESCE [63]
 RT 148.46 37.60 520.10
 PT 0.42 0.01 0.88

TLB [66]
 RT 148.47 37.60 520.10
 PT 0.43 0.01 0.86

HBF [56]
 RT 148.41 37.62 367.63
 PT 0.47 0.01 3.51

ACO [51]
 RT 148.30 37.60 367.61
 PT 0.43 0.01 0.95

DTPAHBF
 RT 148.22 37.48 520.10
 PT 0.46 0.01 3.51

Table 10  CPU cost, storage 
cost, memory cost, data transfer 
cost, and energy consumption 
results considering dynamic 
service broker policy

Algorithms CPU cost (/$) Storage cost (/$) Memory cost (/$) Data trans-
fer cost 
(/$)

Energy con-
sumption (/
Watts)

RR [29] 0.50 181.80 90.90 0.18 4.15926
ESCE [63] 0.53 191.40 95.70 0.18 4.16402
TLB [66] 0.48 174.60 87.30 0.18 4.16447
HBF [56] 0.48 174.60 87.30 0.18 4.16347
ACO [51] 0.50 179.40 89.70 0.18 4.15971
DTPAHBF (proposed) 0.48 173.40 86.70 0.18 4.15798

Fig. 3  Performance compari-
son of minimum, average, and 
maximum response time
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Conclusion

Cloud computing becomes an extensively adopted IT ser-
vice. Although, there exist several challenges, such as load 
balancing, virtual machines migration, etc. Load balancing 

is a mechanism for distributing the workload efficiently and 
effectively. All existing algorithms in the literature focus 
mainly on overhead reduction, migration time reduction, 
performance enhancement, etc. The response time is a chal-
lenging issue to create the application that would maximize 

Fig. 4  Performance compari-
son of minimum, average, and 
maximum processing time

Fig. 5  Comparison of CPU 
and data transfer cost by each 
algorithm

Fig. 6  Comparison of storage 
and memory cost requirements 
by each algorithm
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the system’s overall throughput in a cloud environment. 
The proposed algorithm in this work provides balancing the 
workload in the cloud environment. Also, the CloudAnalyst 
simulator is used to reduce the response time for a given 
number of cloud requests. The generated simulation results 
show that the proposed algorithm DTPAHBF performs bet-
ter than the other widely known existing algorithms namely, 
RR, ESCE, TLB, HBF, and ACO to different aspects.

This proposed double threshold-based power-aware 
mechanism has notable enhancements comparing the tra-
ditional load balancing algorithms with respect to average 
data center processing time, average overall response time, 
energy consumption, and total cost. With respect to the data 
center processing time, DTPAHBF is less efficient compared 
to RR, ESCE, TLB, and ACO, but presents better result than 
HBF. In future, our target is to make DTPAHBF efficient in 
the data center processing task. Our proposed algorithm may 
initiate unnecessary migration of VMs and this should also 
be resolved in the future. In the future, considering various 
load parameters and user requirements, we can also perform 
this proposed implementation over a real-time cloud setup.
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