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Abstract
Sleep staging is one of the important methods for the diagnosis of the different types of sleep-related diseases. Manual inspec-
tion of sleep scoring is a very time-consuming process, labor-intensive, and requires more human interpretations, which 
may produce biased results. Therefore, in this paper, we propose an efficient automated sleep staging system to improve 
sleep staging accuracy. In this work, we extracted both linear and non-linear properties from the input signal. Next to that, 
a set of optimal features was selected from the extracted feature vector by using a feature reduction technique based on the 
ReliefF weight algorithm. Finally, the selected features were classified through four machine learning techniques like support 
vector machine, K-nearest neighbor, decision tree, and random forest. The proposed methodology performed using dual-
channel EEG signals from the ISRUC-Sleep dataset under the AASM sleep scoring rules. The performance of the proposed 
methodology compared with the existing similar methods. In this work, we considered the 10-Fold cross validation strategy; 
our proposed methods reported the highest classification accuracy of 91.67% with the C4-A1 channel, and 93.8% with the 
O2-A1 channel using the Random forest classification model. The result of the proposed methodology outperformed the 
earlier contribution for two-class sleep states classification. The proposed dual-channel sleep staging method can be helpful 
for the clinicians during the sleep scoring and treatment for the different sleep-related diseases.

Keywords EEG signal · Sleep Stages · Classification · Machine learning

Introduction

Motivation

Maintaining proper health and mental stableness is critical 
for overall health and well-being. Despite several relevant 
studies, sleep quality continues as a critical public challenge. 
Nowadays, people of all age groups are affected by improper 
sleep quality. Consequently, this scenario can later lead to 
neurological disorder diseases [1, 2]. Sleep disorders spread 
over with all categories of the population independently of 
different genders. This public challenge affects the quality 

of life in physical and mental health. Multiple insomnia, 
parasomnias, sleep-related breathing, hypersomnia, brux-
ism, narcolepsy, circadian rhythms are relevant examples 
of sleep-related disorders. Some of these disorders can be 
treated with proper analysis of early symptoms where ensure 
adequate sleep quality is essential for the patient’s recovery. 
Moreover, numerous sleep disorders can be nowadays clini-
cally diagnosed through computer-aided technologies [3]. 
Sleep monitoring is one of the most significant activities in 
the assessment of sleep-related disturbances and other neural 
problems. Sleep is a dynamic process and includes different 
sleep states such as the wake stage, the non-rapid eye move-
ment (NREM), and the rapid eye movement (REM) sleep. 
Furthermore, the NREM sleep states are divided into four 
stages, namely NREM stage 1 (N1), stage 2 (N2), stage 3 
(N3), stage 4 (N4) [4]. The wake-sleep stage is the awaken-
ing period before sleep. The NREM sleep stages are sequen-
tially indicative of light to deep sleep. Stage N1 is light sleep 
where the eyes move slowly, and the muscle movements 
are slow. The sleep starts from stage N2, where the eye 
movement stops, and brain activities decrease. The N3 and 
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N4 stages are treated as deep sleep, and there are no move-
ments in the eyes and muscle. Finally, in the REM stage, the 
eye movements happened rapidly, and the breathing order 
increase. The night sleep cycle covers 75% of NREM sleep 
stages and 25% of a regular sleep night [5].

The sleep assessment can be supported using a sleep test 
with polysomnographic (PSG) recordings. The PSG record-
ings are the physiological signals which are col- selected 
from subjects during sleep. The PSG is a collection of mul-
tivariate signal recordings such as electroencephalogram 
(EEG), electrocardiogram (ECG), electrooculogram (EOG), 
and electromyogram (EMG) [6]. The EEG signal record-
ings are used during sleep staging scoring. These signals 
represent brain activities, and therefore, are suitable for 
sleep abnormalities evaluation. After data collection, the 
sleep staging score is performed. The recorded EEG sig-
nals are extracted through multiple fixed electrodes located 
in different places. The process of electrode placement is 
done according to the international 10/20 placement system 
[7]. The entire process is carried out by sleep experts who 
analyze the different patterns of sleep states. The evaluation 
is made through visual inspection using the recorded data 
for a specific time window. Consequently, the sleep score 
is determined through multiple criteria. The criteria for the 
sleep scoring process are based on the guidelines proposed 
in Rechtschaffen Kales rules [8]. According to Rechtschaf-
fen Kales guidelines, a sleep stage can be classified as wake 
(W), non-rapid eye movements (N1, N2, N3, and N4), and 
rapid-eye movements (REM). Furthermore, the proposed 
guidelines also include minor changes introduced by the 
American Academy of Sleep Medicine (AASM) [9]. The 
AASM manuals have represented the N3, and N4 stages into 
a single stage (N3) denominated slow-wave-sleep (SWS). 
The manual and visual evaluation of sleep scoring is com-
plicated, costly, and time-oriented. This manual approach 
overloads sleep experts who have to monitor and record 
their patients continuously. Sometimes all these drawbacks 
may produce biased sleep scoring results. Therefore, these 
limitations demand to develop an automated sleep staging 
system [10, 11]. It has been found that most of the existing 
automated sleep staging system carried basically into two 
phases: (1) eliminates the irrelevant signal compositions and 
extracted the features (2) the extracted features fed into the 
classifiers for classifying the sleep stages [12, 13]. The major 
contributions in the sleep staging system are based on the 
EEG signals, some of the contributions based on the EMG 
signal (or) combinations of EEG, EMG, and EOG signals 
[14–16]. It has been found that most of the sleep staging 
based on the single-channel EEG signal [17–20]. However, 
this process leads to the best accuracy of the research of 
sleep disturbances [21]. Consequently, the development of 
automated detection and recognition applications to assist 

sleep experts in the diagnosis of sleep disorders is critical 
for enhanced public health.

Contribution

This work focuses on the implementation of an automated 
sleep stage classification system to identify irregularities 
that occurred during sleep from distinct medical conditioned 
subjects. Furthermore, analyses of the current state of the 
artwork in the field of sleep staging state several challenges 
that need to be addressed. These challenges are associated 
with channel selection, feature extraction, and application of 
the better performance classification method for enhanced 
accuracy. Therefore, the main aim of the proposed approach 
is to present the development and implementation of novel 
automated sleep stage classification techniques based on a 
single channel of EEG signal for the classification of wake 
and sleep phases.

Organization of the Paper

Section 2 describes a detailed literature study on sleep stag-
ing. In Sect. 3 proposed methodology including experimen-
tal data preparation, data preprocessing, feature extraction, 
feature screening, classification algorithms, and performance 
metrics used in this paper for sleep staging evaluation. In 
Sect. 4, we briefly discuss our proposed methodology results 
and make a result analysis with the state-of-the-art method. 
Section 5 ends with concluding remarks with future work 
description.

Literature Study

The different recent studies with subject to sleep staging 
conducted by the different authors with different method-
ologies and techniques. The common steps for all the sleep 
study that (1) data preprocessing, (2) feature extraction, (3) 
feature selection, and (4) classification. Some of the works 
it has found that they have obtained multiple channels for 
sleep recordings and some studies are based on single chan-
nels. Some of the contributions are based on time-domain 
features [13, 22–25], frequency domain features [26–29], 
and non-linear features [30–32] for characterizing the sleep 
stages. Some of the sleep studies are based on sleep stag-
ing different classification techniques. It has reported that 
maximum authors have used support vector machine (SVM) 
techniques [32–37], DT [38], k-nearest neighbor (KNN) [39, 
40], RUSBoost [41, 42], Adaboost [43, 44], Bagging [44], 
Random forest [45], ANN [40].Some of the recent contri-
butions research works with subject to sleep staging are 
described below here.
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Berthier et al. [46] proposed five-state sleep stages clas-
sification with the input of EEG signals through fuzzy-logic 
iterative methods and the accuracy was reported as 82.9%.

Radha et al. [47] considered multiple EEG signals and 
extracted features from different domains like time and fre-
quency. The author in this work used SVM and Random 
Forests (RF) were considered for the classification of differ-
ent sleep stages. The outcome of the research work showed 
that the best performance occurred by considered frontal 
EEG signals.

In [48] the author introduced the wavelet tree features and 
neighboring component analysis and obtained two classifi-
cation techniques as SVM and ANN. The data used in this 
research work collected from Sleep-EDF polysomnography 
records. The overall accuracy achieved for SVM and ANN 
is 90.30% and 89.93%.

Peker [20] proposed sleep staging analysis using two 
sleep standards R&K and AASM rules, and extracted com-
plex non-linear features. The obtained features fed into the 
complex structure of the Neural Network. The accuracy 
results reported with R&K rules is 91.57% and with AASM 
is 93.84%.

Ronzhina et al. [49] conducted the sleep study with con-
sideration of spectral features and ANN deployed for six-
state classification and the accuracy reported as 82.9%.

Jo et al.[50] proposed four-state sleep stage classifica-
tion and obtained a genetic-fuzzy classifier for classification 
and finally, the model achieved 84.6% overall classification 
accuracy.

Hsu et al. [19] proposed a sleep stage classification with 
the input of a sleep EEG record, where the authors extracted 
energy features and fed them into the neural network. The 
accuracy result reported for five-state sleep stage classifica-
tion as 87.2%.

Fraiwan et al. [51] extracted time–frequency entropy 
features to represent the sleep records and used a linear dis-
criminate analysis algorithm for classifying the sleep stages 
and the overall classification accuracy achieved for six-state 
sleep stages was 84%.

Eduardo et al. [52] presented an efficient and effective 
sleep staging scoring system and extracted the frequency 
behavior from the input channel. The extracted eight statisti-
cal features are forwarded to the classifier. The random forest 
classification model achieved an overall accuracy of 90.9%, 
91.8%, 92.4%, 94.3% and 97.1% respectively.

In [53] the sleep study has been performed with EEG 
signals of the Sleep-EDF dataset, the input signal segmented 
into different signal sub-bands through butter-worth band-
pass filter techniques. The SVM classification techniques 
deployed for two-state sleep stage classification and achieved 
a success rate of 92%.

Sousa et al. [54] focused extraction of entropy features 
from respective channels of EEG along with temporal 

features and extracted features are classified with SVM and 
it has reported an overall accuracy of 86.75%.

Heyat et al. [55] proposed a sleep study with the input of 
EEG signal and extracted power spectral density features 
and obtained features are forwarded into decision tree clas-
sifier. The reported accuracy from the proposed model is 
81.25%.

Basha [56] introduced a fuzzy kernel SVM classifier 
and recurrent neural network for automated sleep staging, 
obtained statical features from five different frequency bands 
such as delta, theta, alpha, gamma, and beta. The model 
reported accuracy with FKSVM as 90.2% and with RNN 
as 90%.

Sharma et al. [57] introduced two-band energy localized 
filter techniques for analysis of the sleep characteristics of 
the subjects with obtaining the time–frequency features. The 
obtained features are forwarded to the different machine 
learning classifiers. The highest accuracy reported with 
Gaussian SVM classifier as 97.4%, 93.3%, 91.3%,89.8% and 
88.7% for two-class, three-class, four-class and five- class 
sleep states classification.

Tian et al. [58] extracted multi-scale entropy properties 
from EEG signal for characterizing the signal in multiple 
temporal scales manner. The study was implemented with 
total epochs of 18,248 of 30 s length from 10 sleep disor-
dered and 10 healthy subjects.

Alickovic et al. [59] used multi-scale principal com-
ponent analysis and the informative features are extracted 
from signal sub-bands using discrete wavelet transform 
techniques. Twenty subjects participated in this ensembling 
sleep staging analysis.

Methodology

This paper we propose an automated sleep scoring system, 
where we obtained dual channels of EEG signal for discrimi-
nating the sleep behaviour of the subjects. The proposed 
research work was conducted with four basic steps such as 
(1) preprocessing the signal, (2) feature extraction, (3) fea-
ture screening and finally (4) classification. The complete 
flow of this proposed methodology is presented in Fig. 1. In 
this sleep study, we propose two sleep states classification 
using a dual-channel of EEG signal. The entire sleep scoring 
was conducted according to AASM sleep standards. Each 
epoch’s duration of the input signal is 30 s.

Dataset Preparation

In this proposed study, one subgroup of EEG recordings in 
this sleep study is obtained from ISRUC-Sleep database, 
which prepared by the sleep experts in the sleep centre 
at the Hospital of Coimbra University during 2009–2013 
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[61]. The whole database is divided into three sections 
as ISRUC-Sleep subgroup-I, subgroup-II, and subgroup-
III. In subgroup-I, 100 subjects one-session sleep record-
ings were available, all were affected with different types 
of sleep-related disorder and the average age of subjects 
in this section is 51 years, similarly, in the subgroup-II, 8 
subjects sleep recordings were contained, among them 6 

were male and 2 were female gender. In this section, two 
different recordings were collected from subjects on two 
different dates; the maximum subjects in this section were 
affected with sleep apnea events. It has been found that the 
average age of participated subjects for this section was 
47. Finally, the subgroup-III section collected 10 subject’s 
sleep records, which were completely healthy, controlled, 

Fig. 1  Proposed sleep study framework
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and no prior symptoms with any type of sleep problems in 
earlier periods. All these sleep recordings are done by the 
set of sleep exports at the center of sleep in the Hospital of 
Coimbra University. Each sleep recordings were a collection 
of whole-night PSG recording containing 6 EEG channel, 
2 EOG channel, 3 EMG channel, 1 ECG channel, airflow, 
abdominal efforts, pulse oximetry, and body position infor-
mation (Fig. 2, 3).

In the present work, we retrieved sleep records from two 
channels of EEG signals. The recorded signals are sampled 
with a sampling frequency of 200 Hz and the length of each 
epoch of 30 s. Each epoch is labeled with its class names 
according to its sleep stages Wake (W), NREM (N1), NREM 
(N2), NREM (N3), and REM(R) and its annotations are for 
W-0, N1-1, N2-2, N3-3, and REM-5 as per the AASM rules. 
In this proposed study we have considered the NREM and 
REM stages to be sleep stages. Both C4-A1 and O2-A1 
recorded 30-s epoch’s sleep stages. The details on the data-
set are presented in Table 1.

Preprocessing

Generally, it has been seen that the recorded signals are 
contaminated with the different irrelevant signal compo-
sitions such as muscle movement information, eye blinks 
information, and surrounding noises. All these signal 
artifacts may lead to wrong interpretations of the sleep 
characteristics, which ultimately produce the sleep staging 
results. For eliminating these artifacts from the recorded 
signals, we used a 10th order Butterworth band-pass filter 
to remove the artifacts and irrelevant noises that occurred 
during sleep from sleep EEG signal recordings at the fre-
quency ranges of 0.1–35 Hz. Further to rescale the data, 
we applied the z-score normalization techniques. After 
that, the whole recorded signals are segmented into 30 s 
epochs and each epoch is labeled into a particular sleep 
stage.

Fig. 2  30 s sleep stages behavior from C4-A1 input channel of Subjects-16 (a), 18 (b), 23 (c), 77 (d)
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Feature Extraction

For automated analysis of sleep behaviour of subjects, fea-
ture-based analysis has been most effective for identifying 
the different sleep characteristics of the subjects. It has been 
observed from further sleep studies that proper analysis of 
features may easier during sleep staging. As we know that 
brain EEG signals are highly random and non-stationary, 
for that reason, feature extraction takes an important role 
concerning sleep stages classification. The features can be 
classified into two broad categories: linear and non-linear 
methods.

Time-domain feature analysis: It is one of the direct meth-
ods for analyzing sleep EEG records. It helps to analyze 
the EEG signal patterns with consideration of certain wave 
patterns such as wave amplitude, duration, and mean value. 
Sometimes through time-domain analysis, we also often 

analyze the characteristics of signal correlation, peak detec-
tion, and variance analysis. Though the sleep records are 
continuously in changes form and high instability, we used 
to analyze the signals skewness, kurtosis, variance, mean, 
and median and standard deviation parameters. Generally 
sometimes for analysis of the EEG signal, we also used 
Hjorth parameters(activity, mobility, and complexity)The 
activity parameters help to analyze the variance concerning 
time function, mobility analysis the mean frequency of the 
signal, and complexity analyzes the changes in frequency 
level of the signals.

Frequency domain feature analysis: EEG signal has a 
strong background of frequency-domain characteristics and 
it plays an important role during sleep staging to character-
ize the different sleep EEG rhythmic waveforms. Generally, 
spectral power, spectral entropy, and power ratios are used to 
analyze the sleep behaviors with different frequency ranges. 

Fig. 3  30 s sleep stages behavior from O2-A1 input channel of Subjects-16 (a1), 18 (b1), 23 (c1), 77 (d1)
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All these parameters value estimation from power spectral 
density. Generally frequency domain characteristics were 
computed from five frequency bands: delta (δ) 0.5–4.5 Hz, 
theta (θ) 4.5–8.5 Hz, alpha (α) 8.5–11.5 Hz, sigma (σ) 
11.5–15.5 Hz, beta (β) 15.5–32.5 Hz.

Non-linear Analysis. It is also an essential part of ana-
lyzing the non-linearity properties of the signals. Specifi-
cally, EEG signals are typical of non-linear signals. It helps 
to understand the complex physiological behaviors of the 
subjects during sleep such as changes in temperature and 
blood pressure. Though EEG signals are contained highly 
subjective information, it is necessary to analyze this infor-
mation’s through different non-linear parameters. The non-
linear methods are more effectively analyze and handles the 
non-linearity presents in the recorded EEG signals. The non-
linear analysis is used for the sleep stages scoring method 
through different entropy features such as spectral entropy, 
permutation entropy, Renyi entropy, fuzzy entropy, Petrosian 
fractal dimension, zero-crossing rate, mean Teager energy, 
etc.

In this proposed research work, we have considered both 
linear and non-linear analysis of the recorded EEG signals. 
In total, we extracted 34 features and the extracted features 
are described in Table 2.

Feature Selection

The main goal of this step is to select the most relevant 
features, which help dis-criminate the sleep stages features 

between the five sleep stages categories. Sometimes it has 
been found that all the extracted features may not be suitable 
for the classification model, and it may be one of the causes 
for degradation of the classification results. In this research 
work, we have used the ReliefF feature selection algorithm 
for identifying suitable features. It is one of the supervised 
feature weighting algorithms which evaluate the relevance 
of the features concerning its class labels [61]. The essential 
concept behind this algorithm is to select highly commend-
able features that help to discriminate the sleep behaviour of 
the subject. As an output, this algorithm assigned a weight 
to individual input features according to their relevance. It 
determines how far the features are most discriminate to 
different instances amounts to different sleep stages. It gen-
erates a weight for each feature and the larger the weight of 
the feature, the higher the association between the features 
and sleep stages. The main advantage of this algorithm is 
well managed with noisy and unknown data.

Classification

To distinguish the different characteristics of sleep stages, 
we employ three machine learning classification algorithms 
as support vector machine (SVM), decision tree (DT), KNN, 
and random forest (RF).

(1) SVM It is a more popular classification approach 
among machine learning techniques and its concept is based 
on statistical learning theory [62]. It supports both classi-
fication and regression methods which easily handle the 
classification with a huge amount of records. These classi-
fication techniques dealt with both the linear and non-linear 
classification problems. SVM is strongly mathematically 
approached and it is closely associated with some well-
established theories in statistics concepts, for that reason 
SVM is capable to manage non-linear separation problems 
by introducing the hyper-plane idea and kernel function. In 
our experimental part, the radial basis function (RBF) was 
used as a kernel function [63].

(2) Decision Tree Classifier (DT): It is one of the struc-
tured and comprehends classification techniques incompa-
rable to another classification algorithm. Majorly DT used 
by different type’s classification tasks [64] and the major 
cause behind this is its simplicity and ease of understanding 
the rules regarding tree structures. A decision tree is con-
structed from a considered training dataset and each sample 
of the dataset is contained feature values and its class labels. 
Generally, DT is working like inductive inference. The major 
advantage of DT is, it can deal with noisy data and missing 
data in the dataset. It is also used for multiple stages and 
consecutive approaches during the classification procedure. 
During the first step of classification, the tree is generated, 
after that one by one data is applied to the classification pro-
cess. Each node in the decision tree is represented as testing 

Table 1  The detailed explanation of the sleep dataset obtained in this 
proposed research study

Sleep scoring standards American Acad-
emy of Sleep 
Medicine

Database ISRUC-Sleep 
dataset (scored 
by one sleep 
expert)

Number of subjects 04
Gender (male/female) 02/02
Age (years) 21–35
Epoch length (s) 30 s
Sampling frequency (Hz) 200 Hz
Total sleep periods length (h)  ~ 7.4
Channel C4-A1 and O2-A1
Sleep stages epochs
 Wake (W) 554
 NREM-N1 462
 NREM-N2 1160
 NREM-N3 486
 REM 338
 Total Epochs 3000
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features belong to the training set and the generated branch 
from this node is the proper value of the feature. There are 
so many algorithms are designed in connection to DT, but 
some algorithms are more accepted with subject to different 
types of classification applications. Some of the most used 
algorithms in the literature are C4.5, ID3, and C5.

(3) K-nearest neighbor Classifier (KNN): It is one of the 
mature and simplest theoretical models incomparable to 
other machine learning classifiers [65]. The main impor-
tant working style of KNN is to find a similar characteristic 
between the samples by measuring the distance. It is most 
acceptable in the case of multi-modal distribution data. It 
is difficult to decide the boundaries for the different classi-
fiers when the same samples of a certain class are scattered 
modularly in the different locations of the feature vector. But 
it can manage with the KNN algorithm; it assigns a label 
to each input data, and this process is managed by comput-
ing the majority of vote of its k-nearest sample points [66]. 
The major measurement indicator of KNN is to compute 
the distance between objects located in the feature space, to 
measure the distance in general two mathematical formula 
used named the Euclidean distance and Manhattan distance.

(4) Random Forest (RF): This algorithm is proposed by 
Breimant and this algorithm is one of the popular classifica-
tion techniques that use multiple tree structures for training 
the data and predict the samples [67]. Each tree requires 
randomly sampled data values and separate classifiers. The 
major difference between RF and other classification tech-
niques is that the input is selected random manner using 
bootstrap selection methods. This whole method continues 
till the noisy and outlier samples are not desensitized and at 
last, the output is computed by voting approaches.

Performance Evaluation Metrics

The proposed study provides an in-depth analysis based on 
a comparative analysis of multiple different subjects with 
different session recordings obtained for sleep stage scor-
ing analysis. For that reason, the authors have used multiple 
evaluation metrics to analyze the performance of the pro-
posed sleep stage classification method.

This study considers four criteria such as the classifica-
tion accuracy, recall, specificity, and confusion matrix. The 
confusion matrix is used to evaluate the results obtained 
from classification algorithms. The authors have analyzed 
the information about the actual and predict score achieved 
by the algorithms used. The classification accuracy is to 
provide information about the correctly classified decisions 
divided by the total number of cases [68].

(1)Accuracy = (TP + TN)∕(TP + FN + TN + FP)%

The recall is a statistical measure that is also used to eval-
uate the classification performance by measuring the total 
number of correctly classified positive examples divided by 
the total number of positive cases [69].

Specificity is used to decide the performance of a classi-
fication test by calculating the number of correctly classified 
negative examples divided by the total number of negatives 
[19].

Precision analyses how many of the positively classified 
were relevant. To calculate the value of precision, we need 
to divide the correctly classified positive examples by the 
total number of predicted positives [70].

where: TP  is the true positives, FN  is the false negatives 
TN is the true negatives and FP is the  false positives.

The F1-score is one of the statistical measures calculated 
with recall (sensitivity) and precision. Through F1-score, we 
can compute the harmonic mean, and which can be used to 
measure the rate of classification [71].

Experimental Results and Discussion

The proposed model focused on sleep scoring for the clas-
sification of the two-sleep stages based on dual-channel 
of EEG signal through machine learning techniques. The 
two different experiments were executed for two individual 
channels with sleep recordings of four subjects, who were 
affected with different types of sleep-related disorders. First 
of all, we applied preprocessing techniques for reducing the 
noises and some motion artifacts, which are appeared during 
the recordings of the signal. We have used the 10th order 
Butterworth bandpass filter technique for eliminating those 
irrelevant signal components for better analysis. Each sub-
ject having 750 epochs with 6000 sample points. The length 
of each epoch is 30 s. In this work, we have considered the 
sleep recordings of 750 epochs with 6000 sample points for 
each subject. After the data preparation, we have extracted 
the time domain, frequency domain, and non-linear features 
for analyzing the sleep behaviour of the subjects. Total of 34 
features extracted. To find the suitable features, we employed 
feature screening techniques as ReliefF weight techniques. 

(2)Sensitivity = TP∕(TP + FN)%

(3)Specificity = TN∕(TN + FP)%

(4)Precision = TP∕(TP + FP)%

(5)
F1Score = (2 ∗ Sensitivity ∗ Precision)∕(Sensitivity + Precision)
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For both C4-A1 and O2-A1 channels, the correlation matrix 
is shown in Figs. 4 and 5. Finally, the selected features are 
forwarded to the different machine learning techniques 
such as support vector machine (SVM), k-nearest neigh-
bor (KNN), decision tree (DT), and random forest (RF) for 
two-sleep states classification. In this study, we used some 
performance metrics such as classification accuracy, sensi-
tivity, specificity, precision, and F1score for validating the 
proposed methodology suitability with subject to sleep stag-
ing analysis. The proposed method has been implemented 
using the MATLAB R2017a software for signal preprocess-
ing, feature extraction, feature screening, and classification 
on a personal laptop with an Intel Core™ i3-4005U CPU 
1.70 GHz, 2 core(s), 4 logical processors, 4 GB RAM, and 
Windows 10 operating system. The confusion matrix results 
for both channels C4-A1 and O2-A1 channels are presented 
in Tables 3 and 4 respectively. Similarly, the performance 
evaluation results for both the channels C4-A1 and O2-A1 
are presented in Tables 5 and 6. The graph results of perfor-
mance metrics are presented in Figs. 6 and 7.       

Our analysis is completely documented guidelines of 
AASM standards, according to the documentation here we 
have also detect the sleep problem during different stages of 
sleep through sleep stages classification methods. The whole 
experiment was applied upon four subjects who were symp-
toms of sleep problems. To characterize the sleep behavior 
of each individual subject, we extracted as whole 34 fea-
tures, through which we are analysis, the changes that hap-
pened during sleep in different time intervals and with dif-
ferent frequency ranges. As per our work layout of research 
work, in the final step, we have obtained supervised machine 
learning classification techniques like SVM, KNN, DT, and 
Random forest.

It has been observed from results that with the O2-A1 
channel, we reported the best classification accuracy with 
help of random forest classification techniques with an aver-
age of 93.8% to differentiate between wake stages and sleep 
stages. It has been found that our proposed model achieved 
good classification accuracy to sleep staging. From this dis-
cussion, we concluded that instead of manual sleep stages 

Fig. 4  Feature correlation matrix for C4-A1 channel
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Fig. 5  Feature correlation matrix for O2-A1 channel

Table 3  Reported confusion matrix with C4-A1

C4-A1 Channel

SVM Wake Sleep DT Wake Sleep

Wake 547 188 Wake 513 222
Sleep 87 2178 Sleep 170 2195

KNN Wake Sleep RF Wake Sleep

Wake 439 296 Wake 581 154
Sleep 108 2157 Sleep 96 2169

Table 4  Confusion matrix result for O2-A1 channel

O2-A1 channel

SVM Wake Sleep DT Wake Sleep

Wake 528 207 Wake 513 222
Sleep 93 2172 Sleep 170 2195

KNN Wake Sleep RF Wake Sleep

Wake 439 296 Wake 634 101
Sleep 116 2149 Sleep 85 2180
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analysis, automated sleep stages screening is more effective 
for diagnosis any sort of disorders that occurred due to sleep. 
The main effect of this proposed work is to consider both 
male and female subject sleep recordings and obtaining the 
feature selection techniques for screening the most suitable 
features for classification tasks. The other important part 
of this research work is considered four machine learning 
classifiers for sleep staging. Even though we reported excel-
lent sleep staging accuracy for two-stage classification, but 
apart from that we have observed some limitations like class 
imbalance problem and mis-predicting the sleep stages in 
between N1 and REM sleep stages. It has been seen from the 
Table that the sleep epochs are quite imbalanced among the 
sleep stages, which sometimes may produce biased results. 
The other issue is mispredicting between the N1 and REM 

sleep stages because of their maximum similarity in their 
wave patterns, it also affects the sleep staging performances. 
These above-mentioned issues we will address in our future 
research work by obtaining the data augmentation tech-
niques and deep learning techniques. To make analysis the 
performance of the proposed research work, we were made 
a comparison between our proposed research classification 
results with those of four other reported methods. Table 6 
shows that the performance of the proposed research work is 
more accurate than other existing contribution work.

Performance Comparisons with the Existing 
Contributed Classification Sleep Stages Methods

The results achieved in the current research work are com-
pared in between different contributed state-of-art literature, 
in which the obtained input channel is EEG, two stages clas-
sification, statistical features, datasets are addressed. Table 7 
presents the performance comparison results of the proposed 
research methods and five similar existing reported contribu-
tions [53, 72–78] that work also used EEG recordings from 
the same datasets using a single channel of EEG.

Khalighi et al. [72] used the maximum overlap discrete 
wavelet transform and obtained both linear and non-lin-
ear properties and obtained an mRMR feature selection 
algorithm for screening the suitable features. The system 
reported an overall accuracy of 95% for the classification of 
the wake-sleep stages using SVM classification techniques.

Simoes et al. [73] used the R-square Pearson correlation 
coefficient and selected relevant features were applied into 
the Bayesian classifier and achieved an overall classification 
accuracy of 83%.

Khalighi et al. [74] used three categories of subjects 
records from the ISRUC-Sleep repository and extracted both 
temporal and spectral features extracted from the obtained 

Table 5  Performance metrics results from input of C4-A1 channel

Evaluation metric SVM (%) DT (%) KNN (%) RF (%)

Accuracy 90.83 87.35 86.53 91.67
Precision 92.05 90.81 87.93 93.37
Sensitivity 96.16 92.81 95.23 95.76
Specificity 74.42 69.79 59.72 79.05
F1Score 94.06 91.80 91.43 94.55

Table 6  O2-A1 channel evaluation matrix

Evaluation metric SVM (%) DT (%) KNN (%) RF (%)

Accuracy 90 87.35 86.26 93.8
Precision 91.30 90.81 87.89 95.57
Sensitivity 95.89 92.81 94.87 96.25
Specificity 71.84 69.79 59.72 86.26
F1Score 93.54 91.80 91.25 95.91

Fig. 6  Overall performance 
results of accuracy, precision, 
sensitivity, specificity, and 
F1score with input channel 
C4-A1
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input channel and applied SSM4S classification method, 
achieved overall classification accuracy with consideration 
of ISRUC-Sleep Subgroup-I, Subgroup-II, and Subgroup-III 
as 94.10, 92.40%, and 95.39%, respectively.

Sousa et al. [53] proposed a two-step classifier based on 
EEG signal, obtained an SVM classifier for distinguishing 
epochs suspected misclassification, and obtained both times, 
and frequency domain features and classified features that 
were forwarded into SVM classifier and reported classifica-
tion accuracy as 86.75%.

Khalighi et al. [75] designed subject-independent improved 
automated sleep stage classification with application wake-
sleep classification and classified through the SVM classifier 
and achieved 81.74% overall classification accuracy.

Tzimourta et  al. [76] proposed a methodology for 
human sleep stage classification by considering brain EEG 
signals and extracted energy features, forwarded into ran-
dom forest classifier, results with subject to classification 
accuracy reached 75.29%.

Najdi et al. [77] proposed a sleep study based on the 
two-layer stacked sparse auto-encoder and obtained fre-
quency, time–frequency, time-domain features were 
extracted from EEG signals. The resulted classification 
accuracy was reported as 82.2%.

Finally, Kalbkhani [78] introduced Stockwell transform 
for signal decomposition and the decomposed features pro-
cessed through SVM and KNN classifier. The average accu-
racy reported for SVM is 82.33% and for KNN as 81.00.

Fig. 7  Performance graph 
results of accuracy, precision, 
sensitivity, specificity, and 
F1Score with input channel 
O2-A1
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Table 7  Comparison results of proposed work with previous contribution works with different obtained sleep datasets

Study Year Dataset/input signal Classifier used Accuracy (%)

Ref. [72] 2011 ISRUC-SLEEPDataset/EEG signal SVM 95
Ref. [73] 2010 Bayesian classifier 83
Ref. [74] 2016 SVM 93.37
Ref. [53] 2015 SVM 86.75
Ref. [75] 2013 SVM 81.74
Ref. [76] 2018 Random Forest 75.29
Ref. [77] 2017 Stacked Sparse Auto-Encoders 

(SSAE)
82.2

Ref. [78] 2018 SVM 83.33
Ref. [79] 2017 Bagging 92.43
Ref. [80] 2018 DNN 85.51

Proposed Study Present Classifiers C4-A1 (%) O2-A1 (%)

SVM 90.83 90
DT 87.35 87.35
KNN 86.35 86.26
Random forest 91.67 93.8
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Conclusion

In this research work, we proposed an automated sleep 
staging system based on single-channel EEG signals using 
machine learning techniques. For a better analysis of the 
sleep characteristics, we used 10th order Butterworth 
bandpass filter for eliminating the contaminated signal 
compositions. One of the most important things of the 
proposed research work is obtaining the feature screen-
ing techniques for identifying the suitable features from 
the pool of extracted features, which alternatively helps to 
discriminate the changes in sleep characteristics. The main 
effectiveness of the proposed method was obtained by four 
different machine learning classifiers for classifying the 
sleep stages. It has been noticed from the results that the 
imbalance sleep stages epochs may create negative impacts 
on the sleep staging accuracy. In our future directions of 
research work, we will address the class imbalance issue. 
Besides we will also include more EEG data to evaluate 
the performance of the proposed method. We will also 
apply the deep learning techniques for proper discriminat-
ing features without using hand-engineered features. The 
performance of the proposed automated sleep staging sys-
tem provides better sleep staging accuracy in comparison 
to the existing similar methods, which ultimately helpful 
for the sleep experts during analysis and classification of 
the sleep patterns.
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