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Abstract
Moving object detection and tracking from video sequences are a relevant research field since it can be used in many appli-
cations. While detection allows to return object shapes discovered in the image, tracking aims to individually identify and 
estimate individual trajectories of detected objects over time. Hence, detection can have a crucial impact on the overall track-
ing process. This paper focuses on detection. Currently, one of the leading detection algorithms includes frame difference 
method (FD), background subtraction method (BS), and optical flow method. Here, we present a detection algorithm based 
on the first two approaches since it is very adequate for fast real-time treatments, whereas optical flow has higher computa-
tion cost due to a dense estimation. A combination of FD and BS with Laplace filters and edge detectors is a way to achieve 
sparse detection fast. Thus, a main proposed contribution is the achievement of a systematic detection algorithm for mov-
ing target detection with a more elaborated combination of basic procedures used in real-time surveillance. Experimental 
results show that the proposed method has higher detection accuracy and better noise suppression than the current methods 
for standard benchmark datasets.
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Introduction

Moving object detection [1–3] is an image processing pro-
cess used to extract moving objects in a sequence of images, 
usually based on image features such as edges, colors, and 
textures. For real-time intelligent surveillance [4, 5], auto-
mated vehicle detection and tracking, personnel tracking, 
and many other applications, it is undoubtedly an indispen-
sable area of research, not only in 2D motion observed but 
also in 3D scenes [6]. Globally, the objective of multi-target 
detection is to jointly estimate, at each observation time, the 
number of targets and their trajectories from noisy sensor 
measurements. According to the recent review [1], multiple 
object detection methods could be classified roughly within 
two classes of detection-based tracking (DBT) and detec-
tion-free tracking (DFT). The former includes a detection 
step of the objects prior to estimate their trajectories. The 

latter focuses on the tracking process exclusively, given a 
predefined initialization.

It is worth noting that DBT allows objects appear and dis-
appear and has more general application, whereas its behav-
ior mainly depends on the quality of the detection procedure, 
that provides observations for the detection operations as 
trajectory computation. In this paper, we will put the empha-
sis on the detection phase only. As it is the case in different 
detection methods [7, 8], we will also focus on the shape 
and contour quality of the detected objects in images. Glob-
ally, some of the most popular methods for shape detection 
are optical flow method [9], background subtraction (BS) 
method [10, 11], and frame differential (FD) method [12]. 
They can be considered as the most simple and straightfor-
ward methods generally used for real-time detection. Actu-
ally, convolutional neural networks (CNN) and fully convo-
lutional networks (FCN) become more and more competitive 
[13], with a large scope of application, but they necessitate 
supervised learning using a huge amount of ground truth 
information to learn the network.

Optical flow method [9] estimates the displacement 
field between two images, so it not only needs to locate the 
position of each pixel accurately but also needs to find the 
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corresponding points between two input images [14]. That 
is to say, optical flow method has a relatively high com-
putational complexity. Therefore, it spends more time than 
other methods, so it is more complicated since it computes 
a dense optical flow field. As a widely used target extraction 
technique, the background subtraction method can extract 
objects with a relatively simple algorithm. Although it is 
relatively easy to implement, it is sensitive to the changes 
of the light [15]. The frame difference method is still one 
of the fundamental techniques in computer vision. Frame 
difference method has the advantage of a small amount of 
calculation, but it is sensitive to the noise [16], and some-
times, it seems to appear the empty phenomenon that con-
sists of some small apertures and gaps, so its results are not 
accurate enough. Although there are numerous difficulties 
with frame difference and background subtraction, these 
problems are under addressing by some improved methods 
in recent pieces of the literature on the field.

In 2010, a new inter-frame difference algorithm combined 
with background subtraction for object detection and track-
ing was put forward by Weng et al. [17]. This algorithm not 
only has a low time cost but also has stronger validity and 
more extensive flexibility. In 2013, Gang et al. [18] propose 
an algorithm based on the traditional three-frame differential 
method combined with the Canny edge detection algorithm. 
In 2014, Liu et al. [19] demonstrated an approach combining 
background subtraction and three-frame difference to apply 
to underwater robots to execute underwater missions and 
detect a moving object by using underwater video, without 
being affected by the change of lighting condition and the 
sensitive scenes. In 2017, Wang et al. [13] proposed siamese 
FCNs to segment the road region elaborately for road detec-
tion. This algorithm can detect more accurate road regions 
than other traditional methods, and the use of location 
prior can promote the detection performance effectively. In 
2019, Yuan et al. [20] presented an end-to-end deep learn-
ing method for traffic sign detection in complex environ-
ments. The algorithm not only utilizes the densely connected 
deconvolution layer and frequency hopping connection but 
also proposes a vertical spatial sequence attention module to 
obtain more context information to achieve better detection 
performance.

Although there are many works on detection and track-
ing, there seems to be no systematic way to appear today. 
The overall problem remains an open field with methods 
having their own qualities and limits. With all of this in 
mind, we restrict our attention to the detection phase, and to 
some of the most straightforward approaches with real-time 
applicability, that are, background subtraction and frame 
difference-based methods. We propose an improved algo-
rithm that combines many of the standard tools encountered 
in this setting. The approach mainly combines frame dif-
ference, background subtraction, Laplace filter, and Canny 

edge detector (called 3FDBS-LC). It is expected that the 
improved algorithm can clear the margin of a moving object 
and fill in blank apertures through a series of mathematical 
morphology operations. The new combination introduces a 
fusion of information from BS and FD processes and exe-
cutes the FD based on three frames instead of two as usual. 
As presented in experiments, this new combination outper-
forms BS or DF separate implementations while preserving 
potential for real-time execution.

The rest of this paper is organized as follows: “Basic 
Filters and Definitions” gives detailed explanations of pre-
processing and post-processing treatments. In “3FDBS-LC 
Object Detection Algorithm,” the methodology and proce-
dures for the main approach that we proposed are described. 
The experimental results are given in “Experiment and Eval-
uation.” In “Application to Real-Time Video Processing,” the 
proposed method is applied to actual scenes with video rate 
processing. Finally, conclusions are presented and sugges-
tions are made for further research.

Basic Filters and Definitions

Preprocessing and Post‑processing

Image preprocessing and post-processing play an essential 
role in this research. As we consider the detection phase 
of objects only, given a sequence of input images, the 
output of detection is represented as a binary image from 
which individual connected components directly represent 
detected objects. This information is the basis for further 
detection operations, and its quality should impact the rest 
of the detection operations. As a result, this binary output 
must reflect the object shapes with the most fidelity, delim-
iting contours and adequately filling object interiors. Fig-
ure 1 shows different visual representations of a detection 
method: rectangle box, silhouette, and contour. The binary 
image serves as a result for ground truth evaluation and com-
parison of different methods, in qualitative and quantitative 
ways, as presented in this paper, to compare the quality of 
the obtained shape.

Basic processing operations such as color conversion, 
image binarization, filtering processing, and edge detec-
tion are current basic operations in object detection. Most 
of these basic tools have straightforward fast implementa-
tions and are generally compatible with a real-time context 
of application. Most of these filters have O(N) time complex-
ity, with N the number of pixels. Also, their parallel imple-
mentation in graphic processing unit (GPU) system is now 
a matter of current fact. We detail the standard processing 
methods to be combined in the proposed object detection 
algorithm.
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Color to Grayscale Conversion

RGB comes from the abbreviation of three primary colors 
red, green, and blue. It is a model in which these three colors 
are added together in various ways to reproduce a broad 
array of colors under different weights. On the other hand, 
the grayscale image is one in which the value of each pixel 
is a sample representing a kind of light, that is to say, it car-
ries only intensity information, varying from black to white. 
Since color scale images typically carry much information, 
when dealing with image, computer needs to read all of it 
is data information, which will consume more computing 
time, so it is not conducive to image processing and calcula-
tion. Under this situation, it is necessary to convert the color 
scale image to a grayscale image to increase computational 
efficiency.

Binarization of Image

Binary images are typically quantized to consist of two pos-
sible intensity values, usually 0 and 1, respectively, repre-
senting black and white. It is derived from the threshold divi-
sion of the grayscale image: These pixels with a gray level 

above the specific threshold are set to 1, and the remaining 
pixels are set to 0. It means that it will produce an image 
with a white object on a black background (or vice versa, 
depending on the specific threshold values), usually used to 
separate a foreground image from the background image. 
The grayscale images have a grayscale value ranging from 
0 to 255, where 0 is black and 255 is white, while the black 
and white image has only 0 and 1 values where 0 represents 
black, 1 represents white. The purpose of image binariza-
tion is to speed up the logical decision process when merg-
ing information. So binary images can improve recognition 
efficiency when performing computer recognition. Figure 2 
displays the original image and its corresponding grayscale 
image and binary image.

Filtering Process

Filter processing is the design and realization of a rejector 
that satisfies the requirements of image processing. Among 
different kinds of filters, the most commonly used are mean 
filter, median filter, Gaussian filter, and Laplace filter.

Mean filter is a common linear smoothing algorithm 
in image processing and noise reduction. The principle of 

Fig. 1   a Rectangle box representation method, b silhouette representation method, c contour representation method

Fig. 2   From the left to the right: a original image, b grayscale image, and c binary image
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mean filtering is simply like a spatial window sliding filter, 
which replaces the center value with the average value of all 
the neighbors’ pixel values in the window. The window is 
usually squared to diminish the point where the pixel value 
varies significantly between pixels and pixels due to noise. 
Instead of using the mean value to replace all of the sur-
rounding pixels, the Median filter replaces them with median 
values. Median filters can reduce not only noise but also 
protect the edge and other detail information of images. 
Since the median filter obtains a median value, but without 
considering the unrepresentative of the surrounding pixels, 
the median filter is more robust for preserving sharp edges. 
The calculation formula of the mean filter and median filter 
is defined as below:

where n is the number of pixels and M is the value of each 
pixel. Gaussian filter is considered as an ideal time-domain 
filter whose impulse response is a Gaussian function. The 
effect of Gaussian smoothing is to blur the image like the 
mean filter. The Gaussian standard deviation determines 
the degree of smoothness. The higher standard deviation is, 
the larger convolution kernels will be. Gaussian outputs a 
weighted average of the neighborhood of each pixel, with the 

(1)Mean(x, y) =
∑

M(x, y)∕n,

(2)Median(x, y) = med(M1,M2,… ,Mn),

average weighting being more toward the value of the center 
pixel. This is in contrast to the uniform weighted average of 
the mean filter. Because of this, Gaussian provides milder 
smoothness and retains edges better than the mean filter of 
the same size. Gaussian operator is defined as

where x is the distance from the origin in the horizontal axis, 
y is the distance from the origin in the vertical axis, and � is 
the standard deviation of the Gaussian distribution. Figure 3 
shows a grayscale image disturbed by Gaussian noise, salt 
and Peppers noise, and Speckle noise, respectively. Among 
them, we focus on the middle one to show how to remove 
salt and pepper noise from an image using the mean filter, 
median filter, and Gaussian filter. With mean filtering, even 
though the noise interference can be eliminated, it is not 
as good as a median filter in preserving edge information. 
Compared with these two filters, however, the Gaussian filter 
is better able to remove noise without improving the sharp-
ness of the image.

Laplacian is the second-order derivative of the Gauss-
ian equation. Compared with the first-order differential, 
the second-order differential has stronger edge localization 
capability and a better sharpening effect. Unlike a Gaussian 
filter that can blur an image, the effect of image sharpen-
ing is to enhance the gray contrast and make the blurred 

(3)G�(x, y) =
1

2��2
e
−

x2+y2

2�2 ,

Fig. 3   The first row presents a grayscale image disturbed by Gaussian noise, salt and peppers noise, and speckle noise, respectively; the second 
row presents the salt and peppers noise image through different filters: Gaussian filter, median filter, and mean filter
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image clearer. Because Laplacian is a differential operator, 
its application can enhance the region of grayscale mutation 
in the image and weaken the slowly changing region of the 
grayscale. Therefore, the sharpening process may choose 
Laplacian to process the original image to generate an image 
that describes the abrupt grayscale change. Finally, the 
Laplacian image is superimposed with the original image to 
produce a sharpened image. The primary method of Lapla-
cian sharpening can be expressed as:

where x, y are the pixel coordinates and � is the standard 
deviation of the Gaussian distribution. One proposal in this 
paper is to integrate the Laplacian filter into the combined 
BS/FD detection method. Laplacian filter will be adopted, 
which not only produces sharpening effects but also pre-
serves background information. The gray value in the image 
can be preserved, and more details are highlighted.

Edge Detection

Edge detection is an image processing technique used to find 
the boundaries of objects within an image. There are many 
different types of edge detection operations. Commonly used 
edge detection algorithms include the Sobel, Prewitt, Rob-
erts, and Canny methods.

Sobel operator formed by a pair of 3 × 3 convolution 
kernels, one of the kernels is generated from 90° rotation 
of another. It is used on 2D spatial gradient measurement 
to calculate the approximation of the gradient function for 
image intensity equation, acquiring the high spatial fre-
quency domain of the corresponding edge. Prewitt operator 
has a very similar derivate mask as a Sobel operator, and 

(4)�

�x
G�(x, y) =

�

�x
e
−

x2+y2

2�2

(5)�2

�x2
G�(x, y) =

x2

�4
e
−

x2+y2

2�2 −
1

�2
e
−

x2+y2

2�2

(6)∇2G�(x, y) =
�2G�(x, y)

�x2
+

�2G�(x, y)

�y2
,

it is formed by a pair of 3 × 3 convolution kernels. Prewitt 
operator can also be called as derivative operators or deriva-
tive masks. It is based on the convolution of the image with 
a small separable and integer-valued filter in the horizontal 
and vertical directions. These two operators can be used in 
vertical direction and horizontal direction. Nevertheless, the 
coefficient of the derivate mask of the Sobel operator can 
be adjusted flexibly according to algorithm requirements. 
Roberts’s operator is fast and easy to implement. The opera-
tor is formed by a pair of 2 × 2 convolution kernels. The 
principle of Roberts operator is achieved by computing the 
sum of the squares of the neighbor pixels to approximate the 
gradient value of an image. Figure 4 shows these three kinds 
of operators’ horizontal and vertical convolution kernels.

Robert operator can locate the target accurately, but it is 
less sensitive to noise because it is not smooth. The Prewitt 
operator and the Sobel operator belong to the first-order 
differential operator, the former is the averaging filter, and 
the latter is the weighted averaging filter. They are good at 
detecting grayscale in low noise images, but they do not 
perform well with images under complex noise. Canny edge 
operator is more accurate than Sobel, Prewitt, and Roberts 
operators. From Fig. 5, we can see that the Canny edge 
detector can more completely discover the edge informa-
tion of the image, so it performs better than other operators. 
In this work, the Canny edge detector is adopted.

Morphological Transform

Morphology processing is an operation which displays a 
specific structural element in an input image and generates 
the desired output image. The function of morphological 
processing is to eliminate interferences, fill small apertures, 
and smooth boundary. The most fundamental morphological 
operators are erosion and dilation.

Erosion and Dilation

Erosion is an operation by moving the structural element S 
with a fixed center point and repeating this step to find all 
the points satisfying the condition in the set of objects X. 

Fig. 4   Horizontal and vertical convolution kernels of a Sobel operator, b Prewitt operator, and c Roberts operator
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The process of erosion is to compare the origin point of the 
structural element S with the point of the object X; if all the 
points on S can be found their corresponding points on X, 
then these corresponding points on object X will be retained; 
otherwise, these points will be removed. Erosion operation 
can eliminate holes or noise, but also reduce the size of the 
affected area. Different sizes of structural elements can bring 
about different effects on denoising. The larger the structural 
element is, the more noticeable the change will be. As shown 
in Fig. 6, a 3 × 3 structural element is adopted to participate 
in erosion operation.

The process of dilation is similar to erosion operation, 
and it’s a comparison between the points of structural ele-
ment S and the points on the object X with moving structural 
element. If there is at least one point be overlapped with the 
point on X, this pixel will be recorded; if there is no coin-
cidence point for all the elements, it indicates that there is 
no pixel corresponding to the structural element S and the 
object X. Results of dilation will also be influenced both by 
the size and by shape of a structural element. Dilation opera-
tion can fill some of the gaps in the moving target area; it 
also can inflate the edge pixels of a moving object.

Opening and Closing

Opening operation is defined as carrying out the erosion 
operation first and then performing dilation operation by 
using the same structural element. It can be expressed by 
the following formula:

where Dst1 represents the result of the final operation, scr 
stands for the object X and elem denotes the structural ele-
ment S. Opening operations can eliminate tiny objects, sepa-
rate the objects at subtle joints, and smooth the boundaries 
of large objects, but without significantly altering the area of 
the object. On the contrary, the following closing operation

is defined as the dilation operation followed by the erosion 
operation. The closing operation can fill some of the small 
gaps in the moving target area, connect the objects closer to 
each other, smooth the boundary of the target, and keep the 
size of target unchanged.

Morphology Post‑processing

Much morphological processing is expressed as a combina-
tion of erosion and dilation. In this algorithm, the closing 
operation will be employed; the mathematics morphology 
formula is:

where ⊕ is the dilation operator, ⊖ is the erosion operator, 
A is the image, B is a structural element, specified as 3 × 3 
matrix. Therefore, after performing such closing morpho-
logical processing on the binary image, the small apertures 
are filled, and the small gaps are connected.

(7)Dst1 = open(src, elem) = dilate(erode(src, elem)),

(8)Dst2 = close(src, elem) = erode(dilate(src, elem))

(9)close(A,B) = erode(dilate(A,B),B) = (A⊕ B)⊖ B.

Fig. 5   a Original image and its corresponding processed image, b Canny operator, c Prewitt operator, and d Roberts operator

Fig. 6   Process of erosion and expansion operations
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3FDBS‑LC Object Detection Algorithm

After image conversion and Laplace filter processing, the 
most critical parts we propose now are the frame differ-
ence method, the background subtraction method, and a 
combination with edge detection. Standard approaches and 
our proposed new combination are presented in this sec-
tion. Considering the disadvantages of frame difference and 
background subtraction, which are easy to disturb by the 
sensitivity of noise and brightness, adding edge detection 
occupies a significant role, because of its independence with 
the external influence. To get better precision on edge width, 
we use the Canny detector, which is one of the most accurate 
edge detection methods. Then, we, respectively, present the 
edge detector, the BF and BS methods separately, and our 
new combination method called 3FDBS-LC, in the follow-
ing sections.

Canny Edge Detector

Canny edge detector is came up with John F. Canny in 1986. 
The Canny algorithm is designed to meet three main crite-
ria: low error rate, good localization, and mark uniqueness. 
Owing to its optimality to meet with the three criteria, the 
canny operator experienced a multistage process: 

(a)	 Use a Gaussian filter to smooth the image and filter 
out the noise. In order to minimize the impact of noise 
on edge detection, noise must be filtered out to prevent 
false detection. The Gaussian convolution kernel H of 
size (2k + 1) × (2k + 1) is given below: 

 where WS is the size of window; the brightness value 
of the pixel P is the convolution of H and WS . The size 
of the Gaussian convolution kernel can affect the per-
formance of the Canny detector. The larger the size is, 
the lower the sensitivity of the detector to noise will be. 
Generally, 5 × 5 is a relatively good trade-off.

(b)	 Calculate the gradient intensity and direction of each 
pixel in the image. The edges in the image can point 

(10)

Hij =
1

2��2
exp

{
−
(i − (k + 1))2 + ((j − (k + 1))2

2�2

}
,

at all directions, so the Canny algorithm uses multiple 
operators to detect the image. The gradient intensity 
value G and direction � are defined in 

 where Sx denotes the operator in the x direction for 
detecting the edge in the y direction and Sy denotes the 
operator in the y direction for detecting the edge in the 
x direction. Gx and Gy represent the gradient values in 
the x and y directions, respectively.

(c)	 Apply non-maximum suppression to eliminate spu-
rious response from edge detection. Non-maximum 
suppression is an edge sparse technique that helps to 
suppress all gradient values outside the local maximum 
to zero. As shown below, the gradient is divided into 
eight directions, namely E, NE, N, NW, W, SW, S, and 
SE. The gradient direction of the pixel P is � ; then, the 
gradient linear interpolation GP1 and GP2 of the pixels 
P1 and P2 is defined as follows: 

(d)	 Use double-threshold detection to determine the true 
and potential edges.

(e)	 Finish the edge detection by suppressing the isolated 
weak edges.

The detailed pseudo-code description for the following three 
steps is presented in Algorithm 1.

(11)Gx = Sx ∗ WS

(12)Gy = Sy ∗ WS

(13)G =
√

G2
x
+ G2

y

(14)� = arctan(Gy∕Gx),

(15)tan� = Gy∕Gx

(16)GP1 = (1 − tan�) × E + tan� × NE

(17)GP2 = (1 − tan�) ×W + tan� × SW.
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Algorithm 1 Canny edge detection.
Require: Dataset( GP , GP1, GP2)
1: function Non-Maximum Suppression(GP )
2: if GP ≥ GP1, GP ≥ GP2 then
3: GP → edge
4: else
5: GP → Suppressed
6: end if
7: end function
8:
9: function Double-Threshold(GP )
10: if GP ≥ HighThreshold then
11: GP → StrongEdge
12: end if
13: if LowThreshold ≤ GP ≤ HighThreshold then
14: GP → WeakEdge
15: end if
16: if GP ≤ LowThreshold then
17: GP → Suppressed
18: end if
19: end function
20:
21: function Suppress isolated low threshold points(GP )
22: if GP == LowThreshold then
23: GP → StrongEdge
24: else
25: GP → Suppressed
26: end if
27: end function

Fig. 7   Framework of our improved algorithm

Frame Differencing Method

The frame difference method can be implemented on a 
series of consecutive images. Gray values and gradient vec-
tors are used to determine information for moving objects. 
The method calculates the difference between two consecu-
tive images by comparing the point-by-point gray values to 
obtain a frame difference image. The formula for the differ-
ence between two frames can be written as

where the current frame image gray value is fk , the adjacent 
frame image gray values is fk−1 , and Dk is image after differ-
ence between fk and fk−1 . We define Rk as the binary conver-
sion of the difference image. If Dk(x, y) > T , Rk(x, y) belongs 
to foreground and set to 1; on the contrary, it belongs to the 
background and it will be set to 0, where T is a fixed empiri-
cal threshold.

(18)Dk(x, y) = |fk(x, y) − fk−1(x, y)|,
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The disadvantages of the difference between the two 
frames are the generation of foreground aperture and ghost-
ing problems. In contrast, the three-frame difference method 
can better weaken this problem. This is achieved by subtract-
ing the current frame image with the previous frame and 
the subsequent frame, respectively. After that, a logical OR 
operation is performed based on these results, as done by 
Zhang et al. [12]. Here, we will analyze it in detail and name 
it the traditional frame difference method (FD). Besides, 
when dealing with a complex scene, the edge information 
of the moving target is easily affected by the background 
scene. This edge information cannot be extracted entirely. 
Conversely, Canny edge detection is good at getting the edge 
information of an object. Therefore, three-frame differences 
can be combined with Canny edge detection.

Background Subtraction Method

The principle of background subtraction is to subtract the 
background image from the current frame using difference 
computation. The process can be divided into the following 
two steps. First, the current frame image Kth and the back-
ground image are obtained from the video sequence. Second, 
a difference calculation is performed between the current 
frame image and the latest background image to obtain a 

frame difference image. Zhang and Liang [10] uses this 
background subtraction (BS) method with morphological 
filtering and contour projection analysis as post-processing. 
However, due to noise, shadows, and light interference, the 
results of the difference may be irrelevant. The challenge 
is to propose a background optimization method that can 
filter these unavoidable disturbances while correctly detect-
ing moving objects. Therefore, an improved background 
subtraction method has been proposed in which an accurate 
Canny detector is inserted.

Proposed 3FDBS‑LC Detection Method

An outline of the entire processing flowchart of this 
3FDBS-LC method is summarized in Fig. 7 and in Fig. 8. 
The pseudo-code description for the method is presented 
in Algorithm 2. First, after converting a color image into a 
grayscale image, the Laplace filter occupying the dominant 
character will sharpen the outline and detail of the grayscale 
target. Secondly, three-frame difference and background dif-
ference operations are performed separately. Then, thresh-
old binarization and Canny edge detection are performed 
to identify and extract edge information. Finally, the com-
bination of these two main methods undergoes a logical 
OR operation followed by a morphological operation for 

Fig. 8   Flowchart of the proposed algorithm: a frame difference component, b main algorithm, c background subtraction component
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obtaining the final moving object shapes. Once all opera-
tions are performed, the process enters the next cycle for 
real-time monitoring. Note that treatments are straightfor-
ward operations roughly executed within a O(N) time com-
plexity, with N the number of pixels, that make the global 
method a good candidate for real-time execution. Also, their 
intrinsic parallelism should allow efficient parallel imple-
mentation in GPU systems.

1  http://www.vis.uni-stutt​gart.de/en/resea​rch/infor​matio​n-visua​lisat​
ion-and-visua​l-analy​tics/visua​l-analy​tics-of-video​-data/sabs.html.

Algorithm 2 Proposed method.
Require: Dataset( mk−1,mk,mk+1, bk)
1: function Frame difference(mk−1,mk,mk+1)
2: Tk ← T (adaptive)
3: for Input : mk−1,mk,mk+1 do
4: fk−1 ← nk−1 ← mk−1
5: fk ← nk ← mk

6: fk+1 ← nk+1 ← mk+1
7: (fLaplace ← nGrayScale ← mColorScale)
8: Dk ← |fk − fk−1|
9: Dk+1 ← |fk+1 − fk| // Difference opration
10: if DkorDk+1 < Tk then
11: Rk, Rk+1 ← 0(background) // Binary operation
12: else
13: Rk, Rk+1 ← 1(object)
14: end if
15: Rk ∪Rk+1 → FD
16: FD + Canny → FDc

17: FDc → FDm // Morphology processing
18: end for
19: return FDm

20: end function
21: function Background subtraction(mk, bk)
22: Tk ← T (adaptive)
23: for Input : mk, bk do
24: fk ← nk ← mk

25: bLaplace ← bGrayScale ← bk
26: D′

k ← |fk − bLaplace|
27: if D′

k < Tk then
28: R′

k ← 0(background)
29: else
30: R′

k ← 1(object)
31: end if
32: R′

k + Canny → BSc, BSc → BSm

33: end for
34: return BSm

35: end function
36: function IFDM add IBSM(FDm, BSm)
37: FDm ∩BSm → result
38: return result
39: end function

Experiment and Evaluation

Datasets

Here, three benchmarks, the SABS dataset, the Wallflower 
dataset, and the Multivision dataset, are applied to experi-
ments. They are used for visual demonstration, comparative 

experimentations, and numerical evaluation under different 
standard criteria.

The SABS (Stuttgart Artificial Background Subtraction) 
dataset1 is an artificial benchmark for pixel evaluation of 
background models [21]. SABS consists of video sequences 
with nine different background external changes for video 
surveillance. It has been added global illumination and 
Gaussian noise. Compared to other manually ground truth 

datasets, the SABS dataset does not so much suffer from 
imperfect labels. SABS contains ground truth annotation 
and additional shadow annotation for detection evaluation.

http://www.vis.uni-stuttgart.de/en/research/information-visualisation-and-visual-analytics/visual-analytics-of-video-data/sabs.html
http://www.vis.uni-stuttgart.de/en/research/information-visualisation-and-visual-analytics/visual-analytics-of-video-data/sabs.html
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Wallflower dataset2 consists of seven test scenarios [22]. 
Each scenario represents a different, potentially problem-
atic situation for background maintenance. When dealing 
with these image sequences, the output of the algorithm 
is divided into background image and foreground image, 
accompanying with their corresponding hand-segmented 
evaluation image. In order to deal with various problems that 
arise at the spatial scale, the evaluation image is segmented 
at pixels, regions, and frames levels. These training images, 
test images, and hand-segmented evaluation images are use-
ful for training, evaluation, and comparison work.

Multivision dataset3 is a database for evaluation of hard-
ware/software real-time vision systems based on multiple 
cameras [23]. In a vision system, the goal is to translate 
the image into detailed information and to provide a visual 

solution that efficiently processes images taken from mul-
tiple cameras and complements the estimation reliably and 
robustly. The benchmark provides a dataset with ground 
truth segmentation, which enables to carry out objective 
evaluation of frame difference algorithms and background 
subtraction algorithms, as required in our study.

Evaluation Criteria

Based on ground truth assessment, some evaluation criteria 
are defined to assess and compare the data results between 
different detection methods. In pattern recognition and infor-
mation retrieval, precision is an indicator for the relevance 
of the results, and recall is a measure of the return of real 
relevant results. The experimental output quality is evalu-
ated in this experiment by using accuracy, recall, precision, 
and F-measure.

Fig. 9   From the left to the right: a original color scale image, b gray-
scale image, c image processed by the Canny edge detector, d image 
extracted by standard three-frame difference, e image extracted by 
standard background difference, f the logic OR operation between (d) 

and (e), g the improved three-frame difference method after Laplace 
filter, h the improved background subtraction method after Laplace 
filter, and i the improved 3FDBS-LC method

2  https​://www.micro​soft.com/en-us/downl​oad/detai​ls.aspx?id=54965​.
3  http://atcpr​oyect​os.ugr.es/mvisi​on/.

https://www.microsoft.com/en-us/download/details.aspx?id=54965
http://atcproyectos.ugr.es/mvision/
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Fig. 10   From the left to the right: a background image, b frame image, c ground truth image, d background subtraction method, e frame differ-
ence method, and f the proposed 3FDBS-LC method
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Accuracy is defined as the number of true positives (TP) 
plus the number of true negatives (TN) over all of the sam-
ples. Formally,

where TP is the number of foreground pixels that are cor-
rectly defined as foreground, TN is the number of back-
ground pixels that are correctly defined as background, FP is 
the number of background pixels that are mistakenly defined 
as foreground, and FN is the number of foreground pixels 
that are mistakenly defined as background.

Recall is defined as the number of true positives (TP) 
over the number of true positives plus the number of false 
negatives (FN). Then,

Precision is defined as the number of true positives (TP) 
over the number of true positives plus the number of false 
positives (FP).

(19)Accuracy = (TP + TN)∕(TP + FP + TN + FN),

(20)Recall = TP∕(TP + FN).

(21)Precision = TP∕(TP + FP).

F-measure is defined as the harmonic mean of precision 
and recall.

High scores for F-measure show that the classifier is 
returning accurate results (high precision), as well as return-
ing a majority of all positive results (high recall).

Qualitative Evaluation of the Sequence 
of Treatments

The SABS-Bootstrap sequences with 352 × 288 images are 
used to demonstrate the results after different treatments, as 
shown in Fig. 9. On these images, we can find the results 
about the standard BS method, the FD method, their com-
bination with or without the Laplace filter [as shown in 
(d)–(h)] and the proposed method (i). We can visually check 
that the proposed method (i) can more clearly point out mov-
ing objects: running cars, walking pedestrians, and swinging 
trees that are blown by the wind.

(22)F-measure =
2Recall ∗ Precision

(Recall + Precision)
.

Fig. 11   Comparison histograms of three different kinds of methods in a accuracy, b precision, c recall, and d F-measure
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Table 1   Different kinds of metrics of their corresponding datasets

Accuracy Precision

Datasets 3FDBS-LC BS FD 3FDBS-LC BS FD

Camouflage 0.9153 0.8648 0.4522 0.9090 0.9480 0.5882
F-A 0.9319 0.9260 0.7525 0.8230 0.9095 0.5746
GT-S 0.8889 0.9420 0.9144 0.5207 0.9467 0.8702
Chair Box 0.9244 0.9301 0.8534 0.8980 0.9902 0.6264
Hallway 0.9119 0.8920 0.8022 0.8552 0.9921 0.6764
Lab Door 0.9547 0.9529 0.8996 0.8369 0.8651 0.5137
LCD Screen 0.9601 0.9571 0.9146 0.8484 0.9403 0.6844
Wall 0.9625 0.9639 0.9405 0.6904 0.8137 0.4795
Crossing 0.9579 0.8417 0.8311 0.8399 0.5977 0.4760
Suitcase 0.9822 0.8997 0.9318 0.9438 0.2978 0.6573

Datasets Recall F-measure

Camouflage 0.9380 0.9480 0.0115 0.9232 0.8673 0.0226
F-A 0.9405 0.8021 0.1871 0.8778 0.8524 0.2823
GT-S 0.6922 0.5372 0.3195 0.5943 0.6854 0.4674
Chair Box 0.6363 0.6128 0.3736 0.7449 0.7571 0.4680
Hallway 0.6842 0.4866 0.0767 0.7602 0.6529 0.1379
Lab Door 0.6858 0.6320 0.1307 0.7539 0.7304 0.2084
LCD Screen 0.6864 0.5822 0.1417 0.7589 0.7191 0.2348
Wall 0.6313 0.4957 0.0908 0.6595 0.6161 0.1527
Crossing 0.9104 0.1773 0.0251 0.8737 0.2735 0.0477
Suitcase 0.7897 0.3194 0.0657 0.8599 0.3082 0.1195

Fig. 12   Display for object detection system
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Comparative Evaluation

In the following comparative evaluation, all of the algo-
rithm parameters were set as detailed in the previous sec-
tions and remained fixed for all the experiments. Based on 

Wallflower and Multivision datasets, ten image sequences 
are used: Camouflage, Foreground Aperture, Ground Truth 
Sequences, Chair Box, Hallway, Lab Door, LCD Screen, 
Wall, Crossing, and Suitcase. A visual presentation of the 
results obtained by two standard algorithms and by the 

Fig. 13   Applied to actual scene in real-time surveillance: a original single frame, b BS, c FD, d IFDBS-LC, e realized by rectangle box



	 SN Computer Science (2020) 1:106106  Page 16 of 17

SN Computer Science

proposed 3FDBS-LC method is given in Fig. 10. The first 
column presents background images, the second column 
demonstrates every sample frame per sequences, ground 
truth images are shown in the third column, the fourth and 
fifth columns display the detected foreground under stand-
ard background subtraction and frame difference method, 
respectively, and moreover, the last column is the result of 
proposed 3FDBS-LC method. The improvement in shape 
detection should qualitatively be appreciated in the figure.

The quantitative numerical evaluations based on ground 
truth are reported in Table 1. A comparative evaluation of 
accuracy, precision, recall, and F-measure for three differ-
ent detection methods is included under the ten different 
image sequences. Figure 11 shows their corresponding histo-
grams. From these results, it can be found that this proposed 
3FDBS-LC algorithm can obtain good detection results 
superior to standard BS and FD methods.

Application to Real‑Time Video Processing

In this section, we present implementation for real-time 
video monitoring. Our systematic detection algorithm is 
realized as a set of MATLAB functions, embedded in a 
real-time video rate-driven loop, managed on a Graphical 
User Interface (GUI) platform for a convenient visualization 
and analysis, in a way similar to Andreatos and Zagorianos 
[24]. As can be seen from Fig. 12, this GUI interface [25] 
mainly contains necessary image processing and experimen-
tal evaluation modules. Rectangle box and silhouette-based 
representation methods mainly realize the actual scene view 
implementation.

We test the proposed method by using moving sequence 
for moving target detection with application in real-time sur-
veillance video. Our proposed method aims to detect all of 
the targets which are moving over an entire video sequence. 
This detection process is primarily shooting different con-
secutive images or frames at different time intervals. In our 
experiment, we use a CCTV (Closed-Circuit TeleVision) 
video sequence of automobile traffic presenting moving cars.

The multiple Object Tracking Benchmark,4 and Active 
Vision Laboratory Benchmark5 are used for qualitative vis-
ual evaluation and comparison. As depicted in Fig. 13, we 
have demonstrated through qualitative evaluation that the 
system can provide accurate position estimation for a large 
number of vehicles or pedestrians in real time. According 
to real-time validation, the actual implementation allows to 
deal with standard video rate of 24 frames by second. Also, 
because of the parallel nature of most of the treatments, the 

fastest video rate processing is envisaged by GPU implemen-
tation. This combined algorithm could then be used to track 
an unknown number of mobile topics with higher accuracy 
of the observed target shapes and in real time.

Conclusion

In this paper, an improved object detection algorithm is 
proposed by systematically combining important features 
of background subtraction and frame difference methods 
usually employed in real-time surveillance detection. The 
method mainly contains Laplace filter, frame difference 
method, background subtraction method, and Canny edge 
detector, which have real-time implementation available. 
The proposed algorithm was tested on standard datasets 
with the evaluation criteria of accuracy, recall, precision, and 
F-measure and was compared, based on ground truth evalu-
ation, to the standard BS and FD methods. Results demon-
strated an improvement in accuracy over the standard meth-
ods, and computation time of the overall method remains 
compatible with standard video rate on a personal computer. 
Also, since these procedures are parallel by nature, the 
design of software in relation to GPU system is a matter of 
current investigation to further accelerate treatments.
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