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Abstract
In the dataset, any one of its classes is normally outnumbered by other classes and is known as class imbalance data. Many 
standard learning algorithms face the classification problem in performance due to imbalance data. The issues can be solved 
by many existing conventional methods such as cost-sensitive, sampling or ensemble methods. But these methods alter 
the original data distribution, which leads to loss of useful information of the users and it may cause unexpected errors or 
increase the problem of overfitting. In this research, local Mahalanobis distance learning (LMDL) method is applied in the 
nearest neighbor (NN) for improving the performance of the classification in the imbalance dataset. The multiple distance 
metrics are used in the LMDL to investigate the data effectively and obtain the relevant features based on the analysis. The 
distance metric uses the original data for learning the prototype and support the NN. A number of experiments on various 
datasets are conducted for validating the quality as well as the efficiency of the proposed LMDL method. The experimental 
results stated that the proposed LMDL achieved nearly 82% in E-coli dataset, 94% in breast cancer dataset and 98% in Iris 
dataset for all metrics such as accuracy, precision, recall and F-measure.

Keywords  Anomalies · Classification · Imbalance data · Information loss · Local Mahalanobis distance learning · Nearest 
neighbor · Sampling

Introduction

The events that occur very less when compared to fre-
quently occurred events is referred as rare events or abnor-
mal behavior which are difficult to detect, but often require 
responses from various management functions in a timely 
manner [1]. There are some of the rare events that include 
software defects, natural disasters, cancer gene expressions, 
fraudulent credit card transactions and telecommunications 
fraud [2]. Detecting events are a data classification problem 
or prediction problem in the field of data mining. Due to 
the infrequency and casualness, predicting the rare events 
is very difficult which leads to misclassify this abnormal 
behavior [3]. Within a dataset, one or number of the classes 

has a large number of sample data than other class is known 
as imbalanced [4]. The problem of classification with imbal-
anced data is the process of extracting the useful informa-
tion from the datasets which creates the complications in 
extraction. This occurs because the number of instances in 
majority classes (negative class) is larger than the number of 
instances that belongs to the other classes (minority or posi-
tive class). In this situation, the learning algorithms focus 
on the minority class that needs to be correctly identified in 
these problems [5]. Big data are also affected when deal-
ing with the problem of imbalanced datasets in uneven data 
distribution; moreover, standard classification algorithms 
are also failed to work appropriately with imbalance data. 
A mechanism neglects the rules that are associated with the 
minority class for using the global performance measures to 
construct the model [6].

In recent years, the most vital fields such as data min-
ing and machine learning algorithms had an impact of class 
imbalance learning [7]. Data mining approaches are used 
to make the decision in commercial models using different 
classification models, but it is difficult to classify imbal-
anced data for these traditional classification models such as 
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sampling approaches, cost-sensitive learning, active learn-
ing, kernel-based methods and ensemble learning [8–12]. 
When the data contain some important complexity, such as 
small sample size, high dimensionality and much noise to 
the dataset, the existing learning algorithms for imbalance 
data are generally becoming invalid [13–15]. The perfor-
mance of these classification algorithms improves by com-
puting the distance metrics and is learned with the help 
of the decision-making process in NN classifier. In many 
machine learning tasks, DM learning algorithm plays an 
important role to solve the POF [16]. Novelty of this work: 
Many conventional methods suffer from the unexpected 
errors or loss of information and change in the distribution 
of original class, but there is no change in original class dis-
tribution in proposed method which had all information in 
imbalance dataset. LMDL learns Mahalanobis distance met-
ric (MDM) for a small set of samples (prototypes) according 
to its closely related objective function. The POF is reduced, 
and the objective function is minimized by adjusting the 
position of prototypes. The predictive performance of imbal-
ance data improves by using LMDL method over the exist-
ing method which is validated by the number of different 
experimental evaluations. The contribution of this work can 
be as follows:

•	 The LMDL method uses the original data distribution 
by learning exactly one MDM for each prototype based 
on its objective functions which are closely related to the 
NN decision rule.

•	 To address the POF, the prototype position is adjusted.
•	 To make the proposed method more flexible and efficient, 

the LMDL method has been developed according to its 
distance concept.

The organization of this research draft is summarized as: 
“Literature Review” section provides a brief history of some 
related methods in imbalance data classification. “Problems 
in Imbalance Dataset” section presents the nature of the 
imbalance problem in details. “Proposed Methodology” sec-
tion describes the proposed LMDL methodology in detail. 
“Experimental Analysis” section presents and discusses the 
experimental results. Finally, the conclusion of the paper 
with future work is given in “Conclusion” section.

Literature Review

Researcher developed many methodologies on imbalance 
data classification. In this subsection, a brief evaluation 
of a few essential contributions to the existing literature is 
presented.

Sun et al. [17] built a number of classifiers on multiple 
balanced data which were converted from an imbalanced 

dataset with the help of a specific classification algorithm. 
The new data were created by combining the specific ensem-
ble rule with classification results which included these 
classifiers. To solve the highly imbalanced data problems, 
the experiments were conducted on 46 imbalanced datasets 
and experimental results stated that this proposed method 
was superior to the conventional imbalance data handling 
methods. This method delivered poor performance in clas-
sification results because of using a constant value in the 
denominator. In some cases, the classification performance 
was negligible due to the impact of these constant values.

Napierała and Stefanowski [18] developed the rule-based 
classifiers with the help of expert knowledge from class-
imbalanced data to the learning process. The argument-
based learning technique was used to adapt the learning 
rules from imbalanced data. ABMODLEM was proposed 
with specialized classification method which provided a rule 
induction algorithm. The experimental result shows that the 
ABMODLEM increases the recognition of minority class 
especially in the difficult data distribution. The possible 
limitation of the argument-based learning was less universal 
than fully automatic method to increase the classifiers since 
expected knowledge is not always available. The knowledge 
acquisition method was more time- and effect-consuming 
than automatic methods, and its applicability is limited to 
the environment that requires fast response from the learner.

Ohsaki et al. [19] achieved a better classification per-
formance with the help of confusion matrix-based kernel 
logistic regression (CM-KLOGR) algorithm by forming a 
new dataset with task independence. Based on minimum 
classification error and generalized probabilistic descent 
(MCE/GPD) learning, the optimization and the objective 
function of CM-KLOGR were consistently formulated on 
KLOGR. The extensive experiments were conducted on 
benchmark-imbalanced datasets, and the results showed the 
effectiveness of CM-KLOGR when compared with existing 
technique. Because of heuristic process and task depend-
ence, the ensemble methods and cost-sensitive were not used 
in this method.

Krawczyk et al. [20] developed a new ensemble method 
of cost-sensitive decision trees for classifying the imbalance 
dataset. According to the given cost matrix, base classifi-
ers were implemented, but the diversity of ensemble mem-
bers was ensured by training on random feature subspaces 
of imbalanced data. The committee member weights were 
assigned for fusion process, and selection of simultaneous 
classifier was done by the decision tree with the help of an 
evolutionary algorithm. The derivation of cost matrices was 
one of the major issues in cost-sensitive classification. The 
above limitation was addressed by ROC analysis and showed 
the correlation between the optimal cost matrix and dataset 
imbalance ratio. The proposed method provided poor per-
formance when there was a more extreme imbalance ratio.
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Park and Ghosh [21] implemented splitting and stopping 
criterion of decision tree ensemble methods for imbalanced 
data classification using the properties of α-divergence. 
When the α-divergence splitting criterion was applied to 
imbalanced data, the method tends to be less correlated 
by changing the value of α. During the growth of the tree, 
the base classifiers were used as a stopping criterion in 
the ensemble method. The effectiveness of this proposed 
ensemble method was proven by the experimental results on 
many class-imbalanced datasets over a wide range of imbal-
ance data distributions. In LEAT framework, the overlaps 
between different α-tree rules were not studied to reduce the 
number of tree. While examining the logical relationships, 
the overlapping rules were not reduced that simplified the 
LEAT output.

Patel and Thakur [22] improved the fuzzy K-NN clas-
sification of imbalanced data with the help of adaptive 
K-NN, as this method tends to choose different values of 
K-based on its sizes. Compared to other simple fuzzy K-NN, 
acquired fuzzy memberships were more accurate for data 
instances in minority class using the adaptive K-NN. The 
experimental result shows that the adaptive K-NN has the 
better performance on imbalanced data. The adaptive K-NN 
has been designed for binary classification based on NN. 
However, the method provides poor performance while hav-
ing the imbalance data in feature-based NN for multi-label 
applications.

To overcome the above-mentioned issues, the proposed 
method uses the learning-based algorithm for K-NN classifi-
cation tasks. The objective function which is closely related 
to the NN decision rule is used in LMDL. To capture the 
local discriminative information, LMDL learns Mahalanobis 
metric for each prototype and uses the notion of this proto-
type to prevent the risk of overfitting. The proposed LMDL 
method automatically adjusts the position of prototypes for 
finding the best position.

Problems in Imbalance Dataset

Imbalance data can be described as the classes had an 
unequal conveyance in any datasets which provides poor 
performance in classification accuracy. The issue can be 
classified as intrinsic and extrinsic, imbalance due to rare 
instances and relative imbalance, dataset complexity and 
finally, imbalance with the small size dataset.

Intrinsic and Extrinsic

Due to different factors such as time and storage, the data can 
be considered as intrinsic imbalanced data that are directly 
related to the data space nature. In addition, extrinsic imbal-
ance data are not directly related to the data space nature.

Relative Imbalance and Rare Instances

From the imbalance, the minority concept is learned accu-
rately with little disturbance which is shown in a few stud-
ies for certain relative imbalanced datasets. When the target 
concept is rare, i.e., minority class is limited in a certain 
domain often referred to imbalance dataset due to the rare 
instances. In this circumstance, the absence of representative 
information will make learning troublesome with respect to 
between-class imbalance.

Dataset Complexity

The primary determining factor of classification deteriora-
tion is known as dataset complexity which can be enhanced 
by adding more number of relative imbalance data. The 
other issues such as lack of representative data, overlap-
ping and small disjunctions are also included in the data 
complexity.

Fig. 1   (i) A dataset with a 
between-class imbalance. (ii) A 
high complexity dataset
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Consider Fig. 1 [23] as an example of imbalance dataset. 
The circles and stars in this figure represent the majority and 
minority classes, respectively.

In this paper, Fig. 1(i), (ii) exhibits relative imbalances 
which are shown above. However, there are no overlap-
ping samples between the classes and has a single concept 
related to each class that is described in Fig. 1(i). In addition, 
Fig. 1(ii) has within- and between-class imbalances, multiple 
concepts and more overlapping. The sub-concepts of minor-
ity and majority classes are also described in Fig. 1(ii).

Imbalance with Small Size Dataset

The last issue is the combination of small size sample data 
with imbalanced data; moreover, the application of knowl-
edge discovery and data analysis is often unavoidable to 
have data with high dimensionality. In the pattern recog-
nition filed, the problem of small-sized samples is studied 
and overcome by the dimensionality reduction methods and 
various extension methods. This combined problem pre-
sents a new challenge to the community when the repre-
sentative dataset exhibits the formation of imbalances like 
high-dimensionality data with small size sample data. In that 
situation, two issues have occurred simultaneously, which 
are described as follows:

•	 All of the issues are applicable which are related to abso-
lute rarity and within-class imbalance, once the sample 
size is small.

•	 When the dataset presents with imbalance data, learning 
algorithms fail to generalize the inductive rules over the 
sample space.

When high-dimensionality data combined with the small 
size sample data, it delays the learning process due to the 
formation of conjunctions of limited samples with high-
degree features. When the sample space is large enough, a 
general inductive rule can be characterized for the feature 
space. The POF arises when samples are limited and the 
formation of rules becomes too specific. Learning from such 
data requires more consideration in the community which is 
relatively a new research topic.

Proposed Methodology

The main aim of the DM learning method is to keep away the 
dissimilar points while keeping similar points close together 
in imbalance dataset. The performance of existing classifi-
cation algorithms is improved by learning proper distance 
metric, and these distances are computed with the help of the 
decision-making process in the NN algorithm. Hence, learn-
ing a global DM called MDM gets more attention because 

of its simplicity and efficiency to solve the complicated 
problems. The main contribution of this research work is to 
learn the MDM for a small set of samples known as proto-
types which are selected by LMDL. The objective function 
is minimized by adjusting the positions of prototype, and 
the POF can be reduced by selecting the suitable prototype 
while preserving the notion of locality.

Given a  col lec t ion  of  M  t ra in ing  poin ts 
x =

{(
x1, y1

)
,…

(
xM , yM

)}
 ,  w h e r e  xM ∈ ℝ

d×1 a n d 
yM ∈ {1, 2,…K} define the corresponding class label, the 
ultimate goal is to learn a set of MDM, W = {W}

s
s=1

 where 
Ws ∈ ℝ

d×d
+

 is a positive semi-definite matrix and corre-
sponds to the sth member of a set of randomly selected pro-
totypes P =

{(
p1, y1

)
,… , (ps, ys)

}
, ps ∈ ℝ

d×1 and S << M . 
The uppercase or lowercase letters represent the scalars, 
whereas the boldface uppercase letters describe the matrices 
and boldface lowercase letters represent the vectors in this 
setting. Also, to have a compact representation of the param-
eters, suppose that W ∈ ℝ

(d×d)×s is a matrix in which the sth 
column of W represents the vectorized form of Ws . Similarly, 
P ∈ ℝ

d×s is a matrix in which sth column of P holds ps and 
the ith column of X ∈ ℝ

d×M is the ith point in set X.
Using the above notations, the squared MDM between sth 

prototype and ith point in the input space is given by Eq. 1.

where Ws ∈ ℝ
d×d
+

 is a symmetric positive semi-definite 
(PSD) matrix defined on the sth prototype. To minimize the 
error rate of the NN algorithm, the LMDL method uses the 
objective function which is a close approximation of the 
NN’s error rate that is shown in Eq. 2.

where R
(
xi
)
=

d2W=(xi,p=)
d2W≠(xi,p≠)

, ��(z) =
1

1−e� (1−z)
 is a sigmoid 

function and P=,P≠ ∈ P are the nearest same- and different-
class prototypes of xi as given in Eqs. 3 and 4.

Accordingly, W=,W≠ ∈ w are the corresponding 
Mahalanobis metrics of P= and P≠ . The parameter � defines 
the slope of sigmoid function and if � is large, S�(z) acts like 
the step function more and more. Based on Eq. 2, the optimi-
zation problem can be written as follows in Eq. 5:

(1)d2
ws

(
xi, ps

)
=
‖‖
‖
xi − ps

‖‖
‖

2

w2
=
(
xi − ps

)T
Ws

(
xi − ps

)

(2)J(W,P) =
1

M

∑

xi∈X

��

(
R
(
xi
))

(3)P
=

=

argmin

p ∈ P

class(p) = class(x)

d2W = (x, p)

(4)P
≠

=

argmin

p ∈ P

class(p) ≠ class(x)

d2W ≠ (x, p)
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The above equation is subject to W ≥ 0,∀W ∈ w Eq. 5 
and is a semi-definite programming with a non-convex objec-
tive function. Using the fact that W ∈ w is a symmetric PSD 
matrix, it can be factorized as W = W̃W̃T where W̃ ∈ ℝ

d×p and 
p ≤ d . Hence, Eq. 5 can be change to Eq. 6,

(5)P
=

=

argmin

W ∈ ℝ
(d×d)×s

P ∈ ℝ
d×s

J(W,P)

(6)
(
W̃∗,P∗

)
=

argmin

W ∈ ℝ
(d×p)×s

P ∈ ℝ
d×s

J
(
W̃,P

)

where sth column of W̃ ∈ ℝ
(d×p)×s is the vectorized form of 

the matrix W̃s ∈ ℝ
d×p . Algorithm 1 summarizes the itera-

tive gradient learning algorithm based on the above deriva-
tives and similar to the learning procedure. As the algo-
rithm shows, in each iteration, the algorithm visits x ∈ X 
and updates those two metrics that have the highest impact 
in the prediction of sample x and represent by W̃=andW̃≠ . 
While P≠ gets away from x , the nearest prototypes of same 
and different class are modified as P= moves toward x.
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In order to update parameters for making the decision 
using NN rules, the method uses Adadelta rule, which is 
an extension of Adagrad rule and requires no manual tun-
ing of the learning rate. Moreover, Adagrad rule appears 
robust to various data modalities, noisy gradient infor-
mation and different model architecture choices. The 
good learning rate for each iteration of gradient descent 
is estimated with the help of heuristics algorithm in sev-
eral attempts. To decrease the learning rate, the parameter 
updates slow down by using the Adadelta method. The 
accuracy of the proposed method is improved by the iden-
tification of rules by using NN from the DMs.

Experimental Analysis

This section presents the performance of LMDL techniques 
in terms of standard indices such as accuracy, precision, 
recall by using the collection of datasets having diverse 
nature. Moreover, this section presents the influence of 
other existing methods when compared with the proposed 
LMDL method on the classification of minority and major-
ity classes.

Dataset Description

The LMDL used standard datasets from the University of 
California at Irvine (UCI), (http://archi​ve.ics.uci.edu/ml/
datas​ets.html) machine learning repository with various 
numbers of samples, classes and dimensions. To get the 
imbalance dataset, randomly delete some negative points 
or positive points from the UCI datasets. Table 1 provides a 
brief summary of these datasets.

According to the two following criteria such as degree 
of imbalance (DI) and scale of the dataset, the data were 
collected from the database. If the data dimension is greater 
than 45 or the data points are more than 4000, the dataset is 
known as a large-scale dataset. All other dataset are consid-
ered as small/medium-scale, and this paper used large-scale 
dataset for classifying the imbalance data. The imbalance 
ratio (IR) can be used to calculate the DI, which reveals 

that the ratio of number of points in minority class with 
majority class for a tow class dataset is defined as IR. In 
both minority and majority classes, the maximum values are 
considered based on the calculated IR values in the case of 
multi-class datasets. According to the IR values, the data-
set can be either balanced (IR ≤ 1.15), partially imbalanced 
(1.15 < IR ≤ 3.5) or highly imbalanced (IR > 3.5).

Evaluation Measures

Accuracy is the common parameter for classification that 
shows the correctness of the function by using the majority 
class, but it seems insufficient for imbalanced datasets that 
neglect the minority classes. In this research work, specific 
metrics such as area under curve (AUC), G-mean and F-meas-
ure are used to evaluate the performance of proposed method 
which helps to measure in imbalance dataset.

Even though accuracy provides good results in classifica-
tion by using majority classes, in imbalance dataset, it leads 
to poor performance because it neglects the minority classes. 
Hence, this research work uses some other metrics for evaluat-
ing the performance on imbalance dataset. Table 2 shows the 
confusion matrix for binary data which is used to evaluate the 
classifier.

Multi-class problems are converted into binary case by 
combining all the majority classes into a negative one. The 
precision, recall, TP rate and FP rate equation are shown in 
Eqs. 7–10.

These measures are aggregated into F-measure which is 
described in Eq. 11:

(7)precision =
TP

TP + FP

(8)Recall =
TP

TP + FN

(9)TPrate =
TP

Total P

(10)FPrate =
FP

Total N

(11)F-Measure =
2 ∗ Precision ∗ Recall

Precision + Recall

Table 1   Selected UCI dataset for proposed method

Dataset Samples Dimensions Classes

Iris 150 4 3
Breast cancer 685 9 2
Wine 178 13 3
Diabetes 768 8 2
Glass 214 9 6
E-coli 336 7 5
Yeast 1484 8 3

Table 2   Confusion matrix

Predicted positive Predicted negative

Actual positive True positive False positive
Actual negative False negative True negative

http://archive.ics.uci.edu/ml/datasets.html
http://archive.ics.uci.edu/ml/datasets.html
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Most of the studies on imbalanced data concentrate only 
on F-measure because of using minority class only. But, this 
research paper concentrates on G-mean which can show a 
trade-off between the recognition of both majority and minor-
ity classes. It is defined as Eq. 12.

The AUC and accuracy can be described in Eqs. 13 and 14

Empirical Result

This is difficult to preciously measure the performance for 
the imbalanced data especially when the data are small. 
The distribution of instances varies between training, test-
ing and validation sets due to the small number of instances 
and imbalance data. This leads to performance evaluation 
of improper setting and sometimes it provides poor perfor-
mance. Hence, the following processes were divided and fed 
into the datasets for estimating better performance by setting 
the proper parameters. Table 3 represents the performance 
of the proposed method in terms of accuracy, F-measure, 
AUC, G-mean, precision and recall for different datasets. 

(12)G-Mean =
√
recall × precision

(13)AUC =
1 + TPrate − FPrate

2

(14)Accuracy =
TP + TN

TP + FP + TN + FN

The graphical representation of the performance of various 
parameters is shown in Fig. 2.

From the above table, the experimental results stated 
that the LMDL method achieved 97% accuracy, 98% 
precision, 97% for both F-measure and recall, 97.36% 
G-mean and 90.62% AUC for Iris dataset, whereas the 
LMDL method provides poor performance in yeast when 
compared to all other datasets. For yeast, the LMDL 
achieved 56.87% accuracy, 57% of precision and recall, 
55% F-measure, 50% AUC and 69.58% G-mean. The 
LMDL method achieved nearly 75% in three datasets like 
wine, diabetes and glass datasets for all parameters such 
as precision, recall, accuracy, F-measure, AUC, G-mean 
and accuracy.

Comparative Analysis

In this section, the results obtained by the LMDL are com-
pared with existing methods such as random forest (RF) 
and synthetic minority over-sampling technique (SMO) 
in Sun et al. [17], LEAT [21] and fuzzy adaptive K-NN 
by Patel and Thakur [22] for three parameters such as 
F-measure, G-mean and AUC in E-coli, yeast, glass and 
wine datasets. The performance of the LMDL for four 
datasets in different parameters is discussed in Tables 4 
and 5.

Table 3   Performance of various 
parameters of proposed method

Dataset Accuracy Precision Recall F-measure G-mean AUC​

Iris 97.36 98 97 97 97.36 90.62
Breast cancer 92.30 93 92 92 90.82 91.064
Wine 71.11 72 71 71 71 67.35
Diabetes 76.04 76 76 75 69.11 71.38
Glass 70.37 67 70 68 73.31 100
E-coli 80.95 80 81 79 88.78 83.64
Yeast 56.87 57 57 55 69.58 50.0

Fig. 2   Parameter performance 
of proposed method
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From Tables 4 and 5, it is clear that the performance of 
proposed LMDL method achieved better results in all data-
sets. Though the proposed LMDL achieved 55% F-meas-
ure in yeast dataset, the LMDL method achieved 69.58% 
G-mean when compared with existing method by Patel 
and Thakur [22]. When compared to the existing methods, 
the LMDL method achieved 100% AUC in glass dataset, 
whereas it provides poor performance in yeast dataset 
because of using high nonlinear data. In E-coli dataset, 
the LMDL method achieved 79% F-measure, 88,078% 
G-mean and 83.64% AUC when compared with the exist-
ing method like fuzzy adaptive K-NN.

Conclusion

Many real-world applications are affected by the imbalance 
data, where the data distribution is uneven. In this work, a 
LMDL is used for enhancing the performance of the K-NN 
algorithm in which the similarity of local points is enlarged 
and local dissimilar points are reduced. The influence of neigh-
borhood is considered by the LMDL, and local discrimination 
is increased by Mahalanobis metric distance for each prototype 
which is learned from the proposed LMDL method. In order 
to adjust the prototype’s positions and metrics, the LMDL 
used an objective function that is closely related to NN error 

rate. A variety of experiments have been performed on both 
real-world and synthetic datasets, and the results demonstrate 
that the proposed LMDL method performed well when com-
pared with the methods such as LEAT, RF, SMO and adaptive 
K-NN. The developed method is proven to solve the imbalance 
dataset problem and has the higher efficiency in the classifi-
cation. The results showed that the proposed LMDL method 
achieved nearly 98% in Iris dataset, 93% in breast cancer 
dataset and 80% in E-coli dataset for all metrics used in this 
research work. The proposed LMDL provided poor classifi-
cation performance in case of high nonlinear data. The future 
work of this method is that this can be extended to feature-
based NN and can be applied to the multi-classification of 
nonlinear data.

Open Access  This article is licensed under a Creative Commons Attri-
bution 4.0 International License, which permits use, sharing, adapta-
tion, distribution and reproduction in any medium or format, as long 
as you give appropriate credit to the original author(s) and the source, 
provide a link to the Creative Commons licence, and indicate if changes 
were made. The images or other third party material in this article are 
included in the article’s Creative Commons licence, unless indicated 
otherwise in a credit line to the material. If material is not included in 
the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will 
need to obtain permission directly from the copyright holder. To view a 
copy of this licence, visit http://creat​iveco​mmons​.org/licen​ses/by/4.0/.
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