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Abstract

Amazon’s Alexa, Apple’s Siri, Google Assistant and Microsoft’s Cortana, clearly illustrate the impressive research work
and potentials to be explored in the field of conversational agents. Conversational agent, chatter-bot or chatbot is a program
expected to converse with near-human intelligence. Chatbots are designed to be used either as task-oriented ones or simply
open-ended dialogue generator. Many approaches have been proposed in this field which ranges from earlier versions of
hard-coded response generator to the advanced development techniques in Artificial Intelligence. In a broader sense, these
can be categorized as rule-based and neural network based. While rule-based relies on predefined templates and responses,
a neural network based relies on deep learning models. Rule-based are preferable for simpler task-oriented conversations.
Open-domain conversational modeling is a more challenging area and uses mostly neural network-based approaches. This
paper begins with an introduction of chatbots, followed by in-depth discussion on various classical or rule-based and neural-
network-based approaches. The evaluation metrics employed for chatbots are mentioned. The paper concludes with a table
consisting of recent research done in the field. It covers all the latest and significant publications in the field, the evaluation
metrics employed, the corpus which is used as well as the possible areas of enhancement that exist in the proposed techniques.
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Introduction

In 1950, Alan Turing posed a question, Can machines think?
[1] From that time onwards, a challenge has been posed to
Artificial Intelligence practitioners to make machines think
or in simple words disguise it as a human. Chatbots came
into the picture as a utility program, an advisor or simply a
friend with whom you can talk to. There are various design
techniques which emerged during its evolution. This paper
deals particularly with the techniques used to build chatbots
and their respective chatbot example.

The primary task of a chatbot is to produce a suitable
response by contemplating natural language input provided
by humans. There are several ways to generate that response,
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which defines the modeling mechanism of a chatbot as
shown in Fig. 1. One is the rule-based method, wherein
clever parsing of user input with hardcoded phrases and pre-
made templates are used to generate the reply. The other one,
neural-network-based approach was made possible by the
rise of deep learning. The neural network is trained on large
data-sets so that it can generate relevant and grammatically
correct responses. Input can be of any form-text, images or
speech. So, the models have also been introduced to convert
speech to text [2] and Convolutional Neural Network(CNN)
[3] models enable chatbot to derive useful information from
images [4].

The neural network-based approach can be broadly classi-
fied as retrieval based and generative. Retrieval based meth-
ods generate reply by computing the most relevant response,
either based on the method of scoring function such as com-
puting conditional probabilities [5] implemented through the
neural network or by evaluating the relationship between
context and candidate replies in a reinforced co-ranking
manner [6]. On the contrary, Generative method produces
one word at a time corresponding to the given input after
probabilities have been computed over the whole vocabu-
lary [7]. Procedure to combine both retrieval and generative
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Fig.1 Classification of chatbot models

has also been introduced, wherein the retrieved reply is fed
to generative model and the final response is decided by
making a comparison between retrieved and generated reply
based on reranking [8]

In terms of functionality, chatbots are mainly of two
types. One is task-oriented, which are not the best conversa-
tional agent, but are very robust when it comes to executing
specific tasks and handling domain-specific orders. Their
application varies from making a restaurant reservation,
booking flight tickets, promoting movies etc. The second
type is open-domain chatbots. These are the typical con-
versational agents that try to mimic humans. Their aim is to
generate human-like responses and get the other person into
believing that it indeed is one. Every year, Loebner Prize
is awarded to the chatbot that does this task the best. It can
be reiterated that chatbots are far reaching application and
have the potential to be integrated in various domains. This
work is motivated by the need to understand, analyze and
catalog the existing work on chatbots in the academia as
well as the industry alike. It can be postulated that chatbots
can become virtual personal assistants that enable enhanced
perception which is easily available to humankind on a daily
basis. However, present-day chatbots are far from passing
the Turing test, for which this competition was introduced.

Related Work

Chatbots have numerous real-world applications. Specifi-
cally, e-learning, marketing, medical diagnosis, cultural
heritage, e-customer care services, task organizer are
domains which make extensive use of chatbots. Moreover,
their application is further pronounced when the activ-
ity takes place over the internet. E-learning chatbots can
significantly contribute to providing interactive learning
experience as well as individual attention to the improve-
ment of each student. One solution for e-learning chatbot
[9] starts with the basic NLP algorithm, Latent Dirichlet
Allocation (LDA) which helps to process user’s query, to
remove stop words and extract keywords. Ontology is then
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built between learning concepts, depending on the course,
lesson, topic, user etc. A chatbot for recommending tires
has also been implemented using Petri Net [10]. It builds
an ontology based on the knowledge domain of tires. Petri
Net is formed by making use of user’s responses to the
type of vehicle (car, scooter, etc.), model number, year
of manufacture etc. Each response is given weight and
weighted sum of each context is calculated. If the weighted
sum of a given context is less than the information the sys-
tem already knows, context switching takes place so that
repeated questions are not asked in a loop. Another useful-
ness of chatbots has been explored in the field of medical
diagnosis [11]. The fact that previous clinical data of the
patient is required for any such interaction is emphasized
upon. Training of such a system has to be done on a regu-
lar basis for updated information regarding any disease and
its diagnosis. Medical field is quite critical and has a long
way to go in terms of chatbot based technology. Based on
the tourist profile and the concept of context, chatbot has
been developed which suggests various tourists’ places,
information about the place and services related to it. It
can also suggest hotels nearby as well as famous dine
in places. This chatbot is supposed to work as a tourist
guide. The architecture has an inference engine at its core.
This engine first analyses the text provided by the user
and then generate useful reply using Context Dimension
Tree (CBT) [12]. Knowledge acquisition is an important
aspect of building a chatbot. Data filtered with respect to
context, person, place etc. has to be acquired for chatbot
to perform efficiently. Curious Cat [13] was designed to
collect data from users by finding the right crowd, quality
of conversations, consistency of replies, also known as
crowdsourcing. This chatbot is further used as a personal
conversation assistant. The academia as well as the indus-
try has significantly progressed the usage and development
of chatbots. These virtual assistants are set to become an
indispensable tool in the foreseeable future.

Classical/Rule-Based Approaches

Classical approaches can be called as rule-based approaches
as they set predefined rules to generate responses. These
rules have grown more complex and sophisticated over time.
These works very well when the domain of the conversation
is closed i.e. the conversation is centered on a particular
topic/task. But as the input becomes more natural or the
domain moves to the open one, efficiency of rule-based
approaches deteriorates. Writing rules can be done by a
language designed for classical chatbots, AIML (Artificial
Intelligence Markup Language), which is based on XML
(eXtensible Markup Language).
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Pattern Matching

Pattern Matching is one of the fundamental techniques of
designing chatbots and is used in almost every chatbot to
some extent. This method makes use of a prewritten set of
rules and predefined templates to produce the response.
ELIZA [14] was the first chatbot designed using this tech-
nique. Initially, it identifies the keywords in the text starting
from left to right. Each keyword has a RANK/precedence
associated with it. Then, the input string is decomposed in a
predefined template. E.g. For input: I am sad, it takes ‘sad’
as a keyword and forms the reply- how long have you been
‘sad’? ELIZA was a psychotherapist program and many peo-
ple grew attached to it after it’s invented. The challenges
associated with this approach included the identification of
the most important keyword and appropriate transformation
rule. In addition, it does not take into account the previous
history or context of the conversation which makes it look
less natural.

Parsing

Parsing is the process of breaking down the input string to
reveal its syntactic structure. The string is first divided into
noun and verb phrase. Then, adjectives, articles, and nouns
are recognized and a syntax tree is formed. Parsing helps
validate a sentence’s grammatical structure with respect to
a language. Earlier, simple parsers were being used which
could identify the keywords. For instance, ‘take the food’
and ‘can you get the food” would both be parsed to ‘take
food’. This enables a chatbot with limited templates and pat-
terns to generate the response for polymorphic input strings.
Later chatbots use complete parsing techniques involved in
processing natural language. This type consists of three lev-
els of parsing which are syntax, semantics and pragmatic
parsing [15]. Jabberwacky uses this technique for business
circumstances where more control over conversational flow
is required [16].

Markov Chain Models

Markov chain model, if described mathematically, is the
model that describes the probability of present events on
the basis of the state of previous events. It takes into con-
sideration the probability with which a letter or word occurs
within a dataset. It makes use of this probability distribution
to choose the most likely words for a reply. The order of the
Markov chain determines how many successive letters/words
are to be taken as input. For a 0 order Markov chain, given
a string khdddkhhdd, the letter k occurs with a probability
of 2/10, h with 3/10 and d with 5/10. For order 1 Markov
chain, it will also consider the previous element to compute
the fixed probabilities.

Given a string “the black dog jumped into the pool”. For
an order 2 Markov chain ‘the black’ will result in ‘dog’,
‘black-dog’ will result in ‘jumped’ and so on for remaining
words. If two results share different input then 0.5 probabili-
ties will be assigned to both the input string.

The chatbot built on this method (HeX) used to generate
a nonsense sentence that used to sound right, as a failback
method [17] Another chatbot MegaHAL by the same scien-
tist, used the entropy to determine the most likely word for
a response out of many probable candidates [18].

1(&) = —loa P

=) = —log:P() (1)
where w is the word following symbol sequence s

Semantic Nets (Ontologies)

Ontologies are a hierarchical structure of real-world con-
cepts. Concepts are also called classes, which are the focus
of most ontologies. Instances of various classes, when com-
bined together along with the ontology, form the knowledge
base. For example, a class of bread represents all bread. Fur-
ther, they are divided into subclasses such as white bread and
brown bread [19]. These classes can be connected to each
other making a graph of hierarchy, where white and brown
bread are subclasses of bread superclass. The classes can
be connected on the basis of their logical relationship with
each other. The properties of the class are defined by ‘slots’.
It may include bread’s texture, color, company etc. Various
‘facets’ of the slots can also be defined. These describe the
value type, cardinality, range of the slot etc. Its advantage
lies in the fact that searching through the nodes can be done
as well special reasoning rules can imply new responses.
OpenCyc [20] and Wordnet [21] ontologies have been used
in chatbots.

AIML

Artificial Intelligence Markup Language [22] is one of the
technological advances dedicated to the development of
chatbots. It is used for dialog modeling between a chatbot
and human where the stimulus-response methodology is
followed. Pattern Recognition and Matching Techniques
form the basis of AIML. It is easy to implement as it is
closely related to XML (eXtensible Markup Language) and
the tags assist in making the task of dialog making it much
simpler. Graphmaster which implements the pattern match-
ing algorithm is responsible for managing the tree which is
formed by storing the patterns of AIML. It provides efficient
utilization of space as well as time. It is also highly reusable
because of its simplicity as well as the availability of source
code along with documentation.
Structure of an AIML tag is:
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< command > ParametersList < /command >

where < command > is start tag and </command > is clos-
ing tag. The most used tags are category, pattern, and tem-
plate. The knowledge-base unit or commonly called dialogue
is defined by category. The pattern defines the user’s prob-
able input and chatbot’s response is defined in the template.

<category >

< pattern > how are you? < /pattern >

< template >

I am absolutely fine!

</template >

</category >

AIML also defines wildcards which are ‘_’ and ‘*’. They
replace a string or a part of the string. AIML gives high
priority to categories which have wildcard within them and
they are analyzed first.

< category >

< pattern > I love * < /pattern >

< template > I too love < star/ > . < /template >

< /category >

< srai>tag is also a powerful tag in AIML, as it has the
ability to submit its own response as input to itself. Such a
thing is useful when the user recursively talks about a par-
ticular topic, and this technique gives chatbot a chance to
respond in the most natural way.

Wallace [23] created this XML dialect.

A.L.I.C.E [24] was the first chatbot based on AIML. The
learning model used in ALICE is supervised one, i.e. it is
being supervised by a person, the botmaster. After the ini-
tial design of ALICE, many other chatbots were built using
AIML with further improvements.

Chatscript

Chatscript is the chatbot scripting language. It was devel-
oped by Bruce Wilcox in 2010. His chatbot ‘Suzette’ [25]
won the 2010 Loebner Prize. Chatscript is basically an
improvised version of AIML. Instead of searching for a
matching category amongst thousands, chatscript searches
for a related context. Such a context is called ‘concept’ and
rules are defined within each concept. Concepts are nothing
but a set of synonyms or words that are similar in some way.
A concept of all pronoun, the noun can be created. Matching
of each user input is done against the concepts preloaded
into chatscript. Word-net Ontologies can be combined with
chatscript to give better responses. The wildcards are also
present in chatscript as in AIML. Apart from that, it also
introduces the concept of variables, which can be used to
store user-specific local information, which makes the con-
versation more natural and effective. Facts such as subject-
verb-object triples can be created by chatscript and further
stored in the tabular format. This table comes in handy while
answering user input by simply querying into it.
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Concept: ~ food (bread, juice, vegetable, fruits, pizza,
burger, cold-drink)
S: (Ilove ~ pizza) Are you a foodie?

Structured Query Language (SQL) and Relational
Database

Relational database (RDB) management system is used
in the development of the chatbot. The primary objective
behind using the database is to remember previous conver-
sations and generate different replies even to the same ques-
tions posed at different interval of time. The most used RDB
language is SQL. ViDi (Virtual Diabetes physician) [26] has
been developed using this technique. This chatbot was spe-
cifically associated with the knowledge of diabetes disease.
In this approach, forward and back pointers are maintained
within the database also called extension and prerequisite
variables. Whenever a response is generated, it is linked to
another response/s based on the underlying knowledge base.
These links are then used to generate new responses for each
user input.

Language Tricks

It is often more natural to introduce concepts in a chatbot
that are human-like. These may include deliberately commit-
ting a mistake in spelling or impersonating itself. Language
tricks are often an additional technique used in the develop-
ment of a chatbot. Some of the common language tricks are:

1) Typing errors and fake keystrokes: When a user types
in an input, he/she usually examines the chatbot as it is
typing the reply. It looks very human-like to fake back-
spaces and commits some spelling mistakes, which are
some natural tendencies of humans.

2) Canned Responses: There are some patterns which the
chatbot is unable to cover in its pattern matching algo-
rithm. Such responses are hard-coded by the developer.

3) Personal History: Developers provide an identity to the
chatbot to make it more convincing. The details about
its birth, age, parents, preferences, stories are inculcated
into it [17].

Neural-Network Based

Neural-network based chatbots have done away with the
monotonous task of writing rules for each utterance-response
pair. There are two ways in which neural network can out-
put reply, either by producing from scratch (generative) or
by retrieving from the large dataset (retrieval-based). Some
hybrid approaches combining these two have also been intro-
duced. The basic underlying structure/model employed in
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all approaches has been discussed. Then a table (Table 1) is
presented which covers the most recent work done on top of
basic structures/models.

Recurrent Neural Network

The ability to consider previous conversations and context
while generating a response is desirable for any conversa-
tional agent. The responses become monotonous if it only
takes current input into account while forming a reply.
Recurrent Neural Network (RNN) allows the chatbot to take
as input the previous output, and come up with a more sen-
sible reply. In other words, RNN allows the data to persist,
unlike normal Neural Network.

In the above Fig. 2, A is a small part of the neural network
and x, is the input to it, it outputs ht. Since there is a loop
forming in the network, it signifies the flow of data from
output to input again. This loop makes the idea of RNN look
unclear, but when we unroll the loop we will find a simple
neural network that passes information from one network
to the other.

RNNs have been used extensively for various purposes
such as language translation, modeling speech recognition,
image captioning etc. However, the unmodified version of
RNN is not used much because it suffers from vanishing
gradient problem [27].

Long Short Term Memory(LSTM) [28]

It becomes difficult for a simple RNN to remember infor-
mation seen multiple steps ago when the unrolling steps
increase too much. This is because the value of the gradient
depends majorly on two factors which are weights and the
activation function (basically their derivative). When either
of them approaches to O, the gradient vanishes with time.
Activation Functions such as tanh and sigmoid makes the
condition even worse as their derivative values are mostly
close to 0.This is where LSTM comes into the picture and
solves the problem of vanishing gradient. LSTM uses iden-
tity as its activation function whose derivative is 1 which
prevents the backpropagated gradient to vanish. LSTM does
this task with the help of ‘gates’. Gates are the component
which decides the information that will be allowed to pass
through. The gates output the value between 0 and 1, decid-
ing how much of each component should be let through.
A value of 0 means not to let anything pass through and 1
means let everything pass. LSTM takes help from the input
and forgets gates to control the flow of information from one
network unit to the successor unit. These gates determine the
network’s state update mechanism. The output gate deter-
mines the output from the hidden layer.

The three gates together form a memory cell of LSTM.
LSTM does the task of remembering, for instance, the

gender of the subject, so that the chatbot can use ‘his/
her’ depending on the previously remembered input.
LSTM overcomes the problem of long-term dependencies.
However, not all LSTM share the exact same structure.
There are many variations of LSTM being proposed [29].
Another popular variant is Gated Recurrent Unit (GRU)
[5]. In this architecture the input and forget gate are com-
bined to form a single “update gate”.

Seq2seq

One of the most effective techniques for machine transla-
tion [7], seq2seq can also be effectively applied to conver-
sational modeling. The basic structure of a seq2seq model
consists of two RNN as shown in Fig. 3. RNN is gener-
ally used in the form of LSTM or GRU. The objective
is to calculate the conditional probability of p(y1,y2,...
yn’/ X 1,X2,...xn) where x and y represent the input and
output sequences, respectively. Length of n and n’ can
vary. Seq2seq can easily allow such condition as two RNN
are used for input and output sequences. The encoder-
decoder mechanism is used. Firstly, the input sequence is
subject to the first encoder RNN and a vector is produced
as its output. Second RNN sets its initial state according
to this vector. The output from this decoder RNN is then
subjected to a suitable probability function. These two
networks are trained together and back-propagation takes
place and weights are adjusted accordingly.

Since seq2seq was developed primarily for machine
translation, it takes source language sentence and converts
it to vectors which represent word embeddings. The target
language is decoded by the second RNN. In the case of chat-
bots, this technique can easily be used with slight modifica-
tion by considering input sentence as the source language
string and its response as the element for target language
string.

Deep Seq2seq

Further improvement over seq2seq models can be done by
joining multiple LSTM rather than just two. Better perfor-
mance is expected out of such a model with deeper layers
[30]. The most simple procedure to design such a model is
to keep forwarding output from the previous layer to the next
layer. The first encoder layer is fed with the input string. The
encoder LSTM performs the task of conversion of each word
to the vector. This output is fed to the next layer of encoder
LSTM. Finally, the output from last encoder LSTM is passed
to the first layer of decoder LSTM. Here again, the output
is forwarded from one layer to the next. Finally, a suitable
probability function is applied to get the target string.

SN Computer Science
A SPRINGER NATURE journal



SN Computer Science (2020) 1:246

246 Page6of12

WAISAS PAseq [BALNY
o jo jurod renonied e
Je suonowd ‘poow armdes 0) 9[qe JON

oy1oads-uonuajuy

PAI9A0D U23Q JOU QABY JUSJUT pUB
ruosiad ‘Surpunois se yons s10)o8]

juonbauy are
.M0UY ,U0p [, JO sesuodsoy oLIouaD)

oSessow pue JXJU0d UIYIIM
IOpIO Y[} JUNOJOE OJUT 3B} JOU S0P
oIy Pasn ST [opow spiom Jo Seg

UOTJBSIOAUOD JXJ) JI0Ys 0] A[UQ

surrojjerd Surromsue
-uonsanb Ayrunwwod pue ‘soyis
-qom S0[q oIoTW ‘SWNIOJ (ISAUTY))
SOLIAS
AL WOIJ JaSeIep 19SeIep INIM],

Q01AI0S JeYo Ysopd[ay asnoy-uf

joselep sepmqnsuadesere(
9[d11], UONBSIOAUOD) IOPIM],

josejep so[dIITAIAOIN

SOHRIL]
1op1m], Sursn syordin-osuodsoy

BUIYD) UT 9JTAIIS FUI3T0[qoIoTI
ayi-ronim], rerndod e st oqropy

[@d ‘(uren oAne|
-nuin) pajuNodSI( [WLIoU)H YU
‘(dVIN) UOISIOaI] 95BIoAY UBIA

juowdpn( uewny ‘N1

[9] uonesioa

-u0d 19ndwoo—urwny dnewone

0} yoeoidde Suronponur-juajuod
aAnor0d € : IoyRAIgRIRWId[RIS

[1+] 1opowt

‘Lx9[dIdd  UONBSIOAUOD [INdU paseq-euosiad v

Kyrxopdiag

uone
-NeAd uewINy ‘N Tg 99U NI

ey-101rg pIopy ‘Kirxordiag

uone
-nfeaq uewny “YYOALAN ‘NI 19

uonejouue uewny

[0%] TopOW UOTJESIOAUOD YIOMIOU
[eINaU & J0J UONUSIUT [JIM UONUINY

[6€] sopowr
UONBSIOAUOD [BINAU JOJ UOT)OUNY
9A1399(qo Funowo1d-AISIAIp

[8€] s[opouu yromiau [eInau
[BOTYOIRIAIY 9ATIEIOUSS UISN SWQ)

-sKs an3o[erp pus-03-pud Jurpying

[¢€] sesuodsar [euonesIoAuod
JO UONRIOUIT JANISUS-IXAQUOD

0} yoeoidde yromiou [eImou y

[L€] UONBSISAUOD 1X3)-1I0YS

10§ Qumyoew Jurpuodsal [BINAN

wWoISAs paseq Suryuel pue
[BASLI)Y "SUONBSIdAUOD snotadld
uo parpdde st uonmugosar Anue
poweu ‘SpIomAdY SuIsn pajoolp
ST 9JEWIA[E)S B USYAN JUSIUOD
MU SINPONUL PUB JATIRTIUL )
saye) 1ondwoo -9°1 ‘aarssed Juraq
sjoqyeyo Jo wo[qoId Y SOWO0IAQ0
punoi3yoeq pue 9£)s Sur
-yeads oy Surimdes Aq paonponur
u99q sey JuaSe [BIOYINIB/RUOSId]
papnjour os[e
ST 9INJONIS UOTIUAU] ‘AINJONIS
NLLST 19p0o9p ‘1opodud woij 1edy
uonounj 9A199[qo
se ndino jo pooyrayy jo 2oerd ur
pasn uddq sey (JININ)uonewrIojuy
[enInJAl WNWIXBIA
dino
soonpoid ‘yoress wreaq jo djoy oy
s pue NN 1x9uod jo ndino
oy “‘Indur se saye) ‘10poodp AL, Tef
0s uQ9s douerayn Jndur jo arnyonns
) 9pOIUD 0] PIsn ST (YD ‘A[[eul]
*J0JO9A 1X)UOJ sB NNY 1X¥2IU09 £q
Pasn 9Ie SI0JOIA PAPOIUD ASAY],
‘sooueIaNn Indur 9y} SOpodud NN
YOIy Ul pasn ST armoIyore qIyH
11 Jo doj uo pappe are
SOINJL9J JO SUO) PUB AINJOAIYOIE
(N'TY) 1°POIA 2Fen3ueT JI0MION
[EINQN JUSLINOY SIZI[NN JIoMm
SIY], ‘Jopow paseq Sulppaquo
Sursn uoneuwojur jsed Surpooud
£Qq sosuodsaI 9ATIISUSS-}XQ)UOD
Sune1oua3 uo sasnooj roded s1yJ,

Surpooop

J10J Pasn SI YOIeas Weaq pue ‘[opowt

ay) 0y pardde st wistueyoow

uonuaye oy, ‘Suropow [euones

-IOAUOD 1O} YIOMOUIRL} JOPOIIP
-10pooud ue sasodoid raded smy,

SJUQWOOURYUD JO SBAIE [qISSO]

sndio)

SoLIOW uonen[eAg

S0UQIJY

paKordwa anbruyoay,

seaIe juowedueyua 9[qissod pue pasn sndiod ‘Sornow UonENeA?d yjim Suofe sjoqieyd I0j sonbruyos], udisog

L 9|qeL

SN Computer Science

A SPRINGER NATURE journal



Page70f12 246

SN Computer Science (2020) 1:246

K10101penuod I0 JUBAD
-[O1IT 9 UBD $)O€J QWOS ‘aseq a5pa
-[MOUY B S $1OBJ YIIM S[Eap )1 90Ul

soouanbas

Q0UQIOJAI PUR PAJRIAUT U2IM]Q

Kouedarostp SO ST 910U} JT [[oM
K10A wroy1ad jou soop [opour SIy [,

WISAS PAIUD
-110-Te03 U0 S}[NSAI JO UOTIUSW ON

basgbas ueyy sorjdor 19110Yyg

SQOUQ)UAS I9)I0YS 0] MO ST Ajrxa[dIiog

S9OINOSAI PUE W) UO O
-open e sey N JO anfeA oy Sursearouy

synsar
19)19q IoJ parmbar ejep Sururer 1o3re|

UONBSIOAUOD [BIPI UR 0} PEI[ J0U
SO0Pp 90UAY PUE JNSLINAY I SPIEMIY

9[qeIIns Se [[9M se pajoadxe
are sorjdor J10ys uaym USAD ‘Quir)
KI9AQ PareIouad sooueIann J3uo

arenbsIno, IoNIM],

josejep sopnqnguadO

‘san
-[UNWWod Furlomsue-uonsanb pue
‘$30[qOIOTW ‘SWINIOJ QUIJUO JAISSBI

wnioy egaL], npreg

ueqno(J pue vqQaL], Npreg:saIsqam
1omsue—uonsanb reindod omg,

josejep sopnqnguado

son3o[eIp 901A19s Jeyd ysopdioy

jaselep sopnqnsuado

sndio) an3oerq
munqq) ‘snd1o) an3o[erq IeNImJ,

uonenyead uewny ‘Ng1g ‘Ayrxordrad

uonen[eAd uewny ‘(FyH)I011
KJ[IqeI[aI JojeN[BAD

Adonua
‘Su9 ‘NATY ‘uonen[eAq UBWN

Adonuo ‘y)3u9[ ‘uoneneAaq uewny

Kyrxordrad

sornow
sIsATeue 9s1noosIp ‘Ayrxodiad

Kxordrad ‘ng1g

juow3pn( uewny

‘(owanxy ‘o3eIoAy
‘Apaa1n))SoLNaW paseq-Iurppaquig

[8+] [opouwr uonesIaA
-UOD [BINJU PIPUNOIF-aZpajmouy v

[L] uonyeroual anJorerp
[eInou J0J SUTUIEd] [BLIESIOADY

[8] swoysAs Sorerp paseq
-UONeIoUA3 PUE -[BASLIAI JO 9[q
-WASUD UB : QUO UBY) 19)39q dIB OM],

[9¥/] uonesioAuod
1X9)-110Us dATIRIOUIT 03 yoroidde
Suronponur-juauod e :seouanbos
pIemioj pue premsoeq o} aduanbag

[sy] sareq Surromsue
-uonsanb pafoqer yim Surtures]
UOTIESIOAUOD [ENIXOIUOD [RINON

[117] suonesioa
-U09 Jo SuI[[opOW 9SINOJSIP [BINAN
[v€]
Kyoyroads pasoxdwt yyim [opowr
UOTJBSIOAUOD [BINAU [RUONUNIE UY

[¢+] uoneIouasd an3orerp
10§ Surures JuswadIojurar doo(y

[p] senSorerp Sune
-IoUQS 10J [9pPOW JOPOIIP-ISPOIUI
J[qeLIBA JUS)R[ [RIIYIIRISIY

TINJA UO QuOp SI SunjueIax

pue Suofe pasn ST YoIeas weag

‘Topowt basgbas jo doy uo (erpad

-DIA ‘UOZBWY) 9seq AFpajmouy

woIj $J0BJ Sk [[oM st KI0ISIy [en)
-X9)U0D UO PIseq aJe sasuodsay

PAJeIoUSST SUIYOBW JO UBWINY I8
Koy 1oy)aym s3orerp ysmsunsip
0} Pasn ST JOJRUTWLIOSIP puE [9pow
basgbas st 101R10U20) “10dRd Sty
ur 4N J0J QW) 3SIJ paonponur
SI [OpOW JOJEUTWLIOSI(J-I0YRIoUaD)
woy) Sunjuesar
£q U0 paAaLnal JO 1B YIIM
poredwod st Ajdax jueyrnsar oy
Uay [, ‘[opou ay) jo Jred oaneIouasd
0) PJ pue PAAALNAI ST asuodsar y

NN¥

om) Suisn premyoeq pue pIemioj

Suro3 Aq parerouagd st Ajdorx oy

usy)‘uoneWLIOUI [eninw asmjutod
3uISn U9SOyd SI PIOMASY ® ‘ISIL]

(uonnqrnsip o1doy

Sururea] J0)NND S! Joyjo‘yIomiou

I9POJUD ST AUO ‘SYIOMISU [RINAU
om] y3no1y} s203 19podap 03 Induy

pojerouad
asuodsalr ay) Iay1eq 2Y) ‘surn) uon
-BSI0AUO0D snoraaid Jo requunu
Jy 210w Jey) $15933ns 1oded siyJ,
uonouny AN
-02[qo ur pasn ST W) (T ‘[opow
d9YH ur uonuaye payerodioouy
[opow basgbas
s uonesnfuod ur pardde
U99q Sey SUTuILa] JUSWADIOFUINY
pooyr[ay] S0[ uo punoq
JOMO] [euoneLIeA Surziuurxew £q
quop st doys Suuren ayJ, "19podp
oy} Je o[qeLIeA Juoje] SunuowSne
Aq [opowr QA YH Y} SPUAIX
YOIy pasnponur st [opot qHIHA

SJUSWAOURYUD JO SBAIR [qISSO]

sndio)

SoLIIoW uonen[eAq

S0UQIJOY

paKordwa anbruyoay,

(ponunuoo) | sjqey

SN Computer Science

A SPRINGER NATURE journal



SN Computer Science (2020) 1:246

246 Page8of12

Pa19A0D
u293q 194 10U Sey pajeIoua3d sosuodsar
pue sasuodsar yinn-punoid

usam1aq KouedaIosip [euonnqrnsiq

UuoneN[BAd UBWINY ON

sasuodsar Suof jo
9sNEBO3q 19)19q 10U $AI0IS JOUNSIP-BIU]

Jrqrssod st Surures|
SUOTIOE JUQJE] PISE] JXAIU0D 1)

jaseie( 3oreIq
QIAOJA] [[OUIO)) JO 9sed Ul SUMYIoAQ
Jet)) JOqUIUIAI PU. J[9S)I
K10381Y JBYD Woiy euosiad sured
pUE SUIBI [OPOW IYM Aem € UT
QuOp 9q ued ‘Jeyo-euosiad uo paurel],
Surures|
JUWIIOJUIY 0) paredwiod se
juowasoxdur oouewrIoyIod 19SS9f UT
syinsai yromjau Korjod Junepdn Ajup

OLIBUQDS PIseq [BAJLIAI 10} AJUO

euawoudyd onsm3ury Sur

-I3pISU0d pue ‘sromod SuruIed] yIom

-jou [eanau dosp 3ursn oI] Joyine
AQq pa15933ns sjuoworoxdwt SNOLIBA

wa)sAs orerp
QAT] uI pakordap 2q 03 paau [opON

T, Nppay

snd10o an3oferq
munq() ‘snd10d sa[dri], 1A

preoquaimg pue SoferpAreq

preoquaims
pue orerq Afre( ‘3ofer urewoq
-N[NJA PIOJUBIS YUBQIAI], UUSJ

sndio) Jorerq munqgn
‘snd10)) SoeI(] STAOIA [[OUI0))

JOSEIEp PAdINOS-PMOID)

josejep urewop
Surjooq 91A0W puE JUBINE)ISIY

jaserep ONIM],

sndio)
T 9589y [ (MS) PIeOquams

1wseep Sofe1p [qvq

(Adomug‘z-1s1(q ‘T-ISI(])SoInaumr

Kyis1oA1(] ‘(owanxy ‘oSe

-IoAY ‘ApaoIn))soLnouwl paseq
-Sutppaquig ‘gNDOY ‘NA1d

S9100s WeI3-u Jounsiq
pue gHNOY ‘NATd Airxsdig

uoneneAd uewNyJournsIp
‘Surppaquig M09 ‘NI 19

(so[qerreA juaje| pue

e1ep Indur usemiaq) uonewIoul
[enmnyA “Q0uadIAIp T ‘Airxardiog

(LIAV)

AN, [BOIUBYIIA UOZBUWLY BIA

uoneneA? UBWINY‘SOLIAW PIseq
-3urppaquid pooyI[ayI[-30] 2ATIESON

SSO[ UOTIBOYISSR[D
QouBIANN IXAU ‘21008 [ ‘Ayrxordiad

UONEN[BAd URWINE]

3y @ [[edar

POURIN
1oV Sorer(q ‘oouelsIp auIsod ‘NgTg

9jer ssaoons Sorerq

[8¢] uon
-BZIWIXEW UONBWLIOJUI [BLIBSIOAPR

BIA S9SUOASAI [RUONBSIOAUOD
OSIOAIP PUB SAIIBULIOJUT SUNBIOUAD)

[LS] yromawrery
Surures] [eLIBSIOAPE UR UI UOTIRID
-ua3 asuodsar an3oreIp wn)-nnN

[9G] T1opooud-o)ne ur)sIas
-SeM [RUONIPUOD [JIM UONRIUIT
asuodsar [epowrnnu : gy 3oreIq

[cG] uoneroual Sofelp [eIndu 9[qe
-121d101ul 1O} SUTUIRI] UONBIUSI
-dax 9ouejuas 93010s1p pasiazednsun)

[t¢]
Surfopou UOT)BSIOAUOD [BUOT)RLIEA

10} AINJONIS JUAE] [BIIYOIRIAY Y

[£6] ¢003 s1od aaey nok op ‘Sop ®
aAey 1 :sjuagde anoerp JuIZI[euosIog

[ZG] Sururesy JuswooIOJUTI

daap i [opowr anoerp pjuSLIo
-yse) jo uoneziundo pus-o3-pug

[16] 98pa

-[MOUY ASUISUOWIWIOD YIIM SWISAS
Sore1p pus-0)-pue Sunuowidny

[0g] 1o

-pOoUQ0INE [EUOTIBLIBA [EUONIPUOD

3ursn sjopow 30[eIp [BINAU JOJ
KVISIOAIP [9AQ[-9SINOISIP SuIUIed ]

l6v] Sutureay

JUQWAIIOJUIAI pue pasiazadns yjm

[01u05 S0[eIP PUL-0)-PUD JUSIILYD
pue [eonjoed :sy10m1ou 9pod pLIGAH

Pasn ST JOPOdAP
JNLST pue 10podus NN “Sut
-urer) [eLIeSIOAPE SUISn paseaIoul
Uu29q Sey sosuodsar ur AJISIQAI(

3uro10§ 19yo€) Y)IMm Suore
‘NVD pue q4yH Jo uoneurquio)
uorneIouas Soferp 10 S[o
-pour snotaaxd uey) 19339q surroyrad
SI0MIOU 2IN)XTW URISSNED) [)IM
AVASorer eoeds o[qerrea juaje|
oy UIpIM pauten Suraq st NV
(y3noy-drys [euoneLIRA
9121981(1) LSA-IQ St 19y1o “(rom
-1oU J0JBIQUSN) PUE UONIUS003Y)
TVA-IJ QU0 ‘pajsa33ns sjopowr
0M], "SI[qEBLIBA JUJE] J)IISIP
s yoeordde paseq VA © ST SIUL

uonezrren3ar doip
QoueIoNn 3UISn PIAJOS UIQ Sey
SHVA Jo wopqoid uorerouagop ayJ,
(SaA[as
-way} Jnoge uoneuriojur)seuosad
apooua d[ay Jey) yIomiou Arowraur
M pajuswidne s1 [opowr basgbog
SuruIedT JUSWAIIOJUISY SI
Ioyjoue pue yiomiau Korjod st auQ
‘1 Jo doy uo pakordurs sor3ojens
OM], “Pasn ST JALLST [PA9[-90UBIN
S[opou
PISeq-TeARLAI YIM pAjeISaul
ST 9sBq 95PI[MOUY ISUIS-UOWIIO))
pakordep (AVAD) 10podugoIny
[eUOELIEA [EUONIPUOD) PIPING
-a3popmouy] "9[qeLIeA Judje| pue
QoueIann asuodsar 9xajuod 3oep
Sursn pajuasaidar s1 UOIESIdAUOD)
NN 01 passed are
‘uonoeNXd AINUS pue SUIPpPaquId
‘sp1om Jo Seq Jursn :sAem 991y} Ul
passadoid st ooueIoN) "pasn ST NNV

SJUSWOOURYUD JO SBAIE J[qISSO]

sndio)

SOLIJOW uonen[eAq

SOUQIJOY

pakordwa anbruyoay,

(ponunuoo) | sjqey

SN Computer Science

A SPRINGER NATURE journal



SN Computer Science (2020) 1:246

Page9of12 246

Table 1 (continued)

Possible areas of enhancements

Corpus

Evaluation metrics

References

Technique employed

BERT: pre-training of deep bidirec- General Language Understanding BooksCorpus, Wikipedia Linguistic phenomena still to be

The encoder part of the transformer

captured

Evaluation (GLUE)

tional transformers for language

understanding [59]

has been used in the model. Mask-
ing of words procedure has been

used, where it can mask existing
words or replacing them with

random words

Fig.2 Recurrent Neural Network

Evaluation Methods

Mostly used metrics for evaluation of a chatbot are BiLin-
gual Evaluation Understudy (BLEU) [31] and perplexity
[32], METEOR (Metric for Evaluation of Translation with
Explicit ORdering) [33] which were originally meant for
machine translation methods. These measures are used for
conversational modeling at various places [30, 34, 35].

BLEU measures the similarity between generated text
and the expected response. A score of 1.0 represents a
perfect match whereas 0.0 represents a perfect mismatch.
It measures the adequacy and fluency of a generated text
by counting the words which match with the expected
response. Matching of words takes place for every word, in
pair, in triplets and so on, also called n-grams. For n=1, it
would consider a single token (unigrams), for n =2 a word
pair is considered (bigrams) and so on. Order of grams
(words) is not significant in this method.

E.g. He is the only son of Great Odin. (Expected
response).

Great Odin has only one child. (Generated response).

‘Only’ is the unigram and ‘Great Odin’ is the bigram
that matches in both the sentences.

To overcome some of the limitations of BLEU metric,
authors have used METEOR which is very much similar to
BLEU, with the added functionality of synonym matching
and mapping between generated and expected response. It
matches the exact words in the two sentences; each word
in expected response is mapped to another word in the
generated response. Synonyms are found for mismatched
words. After matching the unigrams, the score is computed
based on unigram precision and recall.
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Fig.3 Sequence to sequence model [7]

Perplexity defines the goodness of a probability model to
predict a test data. Perplexity is exponentiation of entropy.
After the training of the model, the test set can be used to
compute the perplexity. If a model ‘q’ exists, perplexity is
given by:

2_7] Z?illagzq(x,») 2)

X; is the test set or input words.

N is the length of the sentence.

Model performs better when perplexity is less.

The evaluation methods for a conversational bot still
remain a question in the open domain. This is because the
effectiveness of a chatbot can only be evaluated in a real-
time domain. The task of evaluating a chatbot is subjective
which deals closely with human judgement. Metrics like
BLEU, METEOR, and perplexity have been extensively
used but the general consensus remains that one cannot com-
pletely encompass user experience using traditional math-
ematical indicators. User experience has been measured with
the following metrics: user engagement, coherence, domain-
coverage, depth of conversation etc [36].

User engagement is measured by the duration of chat
between human and chatbot. More number of turns in con-
versation might mean that the chatbot is able to provide
answers so as to keep the user engaged. Coherence is meas-
ured by the relevancy of the reply generated. This is gener-
ally a hard objective to reach in an open ended conversation
but is extremely important as well. E.g. If a user is talk-
ing about Politics and gets a response unrelated to it, like
sports, it would be considered a weakly coherent response.
A task-oriented chatbot is domain-specific, whereas an open
domain conversational agent is expected to deal with mul-
tiple domains. In the case of multi-turn conversation, it is
important the chatbot is able to converse about a topic in
some depth, as it happens with humans.

So, the best method to evaluate a chatbot is to get it rated
by a human being. He/she can decide whether the responses
generated were meaningful and natural. The grammar, effec-
tiveness, and naturalness of a chatbot can only be judged
truly by a human. For a task-oriented chatbot, the user can

SN Computer Science
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be asked whether they feel satisfied with the responses or
whether the chatbot was able to answer their queries.

The work was conducted systematically by bifurcation of
the paper search space into different relevant domains. The
first domain was taken as Rule-based and other is Neural
Network based. Among each domain, chronological order-
ing was followed to build a stronger understanding of the
works with respect to the evolution of chatbots.

The table presented outlines the recent developments in
the field. Many variations of encoder-decoder networks have
been used. Deep learning models have been used extensively
like HRED, GAN, VAE etc.

Discussion and Future Work

The backbone of conversation modeling is encoder-decoder
model. This model was designed for Neural Machine Trans-
lation (NMT). However, conversation modeling is altogether
a complex task to be done using this model. This is because
encoder-decoder model assumes one single reply for a given
input. This is not true for conversation agents as a natural
response can vary for the same input at different time and
condition. The encoder-decoder model averages out the
utterance-response pair. This is why it was noted in many
papers that generic responses such as ‘I don’t know’ have
been produced by different models. Also, evaluating these
models has long been a challenge posed to Al practitioners.
Since quantitative evaluation metrics such as BLEU and per-
plexity are far from human judge evaluation, especially for
chatbots. Other metrics have also been introduced in several
papers but no standard method exists for chatbots till now.
As for future work, there are various areas which still
need to be explored in the field of conversation modeling.

e The objective function: Log likelihood and MMI have
been majorly been used as objective functions. Log like-
lihood measures the most probable response for a given
utterance. To take previous conversations and context
probabilities, experiments can be done on optimizing
the objective function.
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e Persona development: Many authors agree to the fact
that conversations look more natural when they have
imbibed personalities in speaker and addressee. This
task, however, ought to be done by the model by under-
standing the speaking style and mood of the person.
Work has been done in this area, but still need to con-
sider various other parameters as well.

e Two-sided conversation: It is true that most chatbots
are made to reply to the given utterance, but this makes
the conversation one-sided. Hence, it is important for
the chatbot to come up with topics that interests the
person it is talking to. This again can be done by encod-
ing huge amount of conversation history and persona
building.

Conclusion

Chatbots have become an integral part of our day to day
life. A great deal of effort is employed to make it talk like a
human. Nowadays, chatbot is a part of almost every appli-
cation which deals with activities like ordering clothes,
food, electronic appliances and so on. They are also used
to book tickets, appointments, shows, or any transactional
activity. Businesses use chatbot to solve customer’s prob-
lem by suggesting frequently asked questions and try to
make the conversation interactive. If the customer is not
satisfied, human intervention takes place in most cases.
This review of chatbots presented gives a clear picture of
the approaches that can be deployed in the development of
a chatbot. Mostly the vanilla versions are presented which
can be further manipulated and improved. Starting from
fundamental approaches like pattern matching, parsing,
semantics Nets to deep neural network-based approaches
such as RNN, LSTM, have been cited with their respective
chatbot example While going through the review, reader
gets the idea of how chatbots evolved with time. Modern
day chatbots still use those played out but powerful tech-
niques. More and more chatbots these days are making
use of neural network-based approaches, but keeping the
advantageous elements of non-Al based methods. This
observation is visible in this review that includes the lat-
est work done in the field of conversational agents. How-
ever, it is quite clear that conversational bots, as of now,
are far from passing the Turing test. Still, on the road to
improvement, various quantitative and qualitative metrics
to determine the efficiency of a chatbot have been dis-
cussed. The paper is concluded with the most recent work
done in the field of conversational modeling. It is hoped
that this work shall propel the research community with a
better understanding of chatbots.
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