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Abstract
The collection and long-term retention of excessive data enables organisations to process data for insights in non-primary 
processes. The discovery of insights is promoted to be useful both for organisations and the customers. However, long-term 
possession of data on one hand risks the privacy of data belonging beings in cases of data breaches and on the other hand 
results in the customers distrust. General Data Protection Regulation (GDPR) abstractly defined the data processing bounda-
ries of the personal data of European Union’s citizens. The processing principles of GDPR, in line with the spirit of privacy 
by design and default, provide directions on the collection, storage, and processing of personal data. Concomitantly, the data 
subject rights provide customers with necessary control over their personal data stationed at the data controller’s premises. 
The accountability principle of GDPR requires compliance in place and also the ability to demonstrate it. In this work, we 
are providing three solutions to enable GDPR compliance in business processes. First, we are proposing intra-process data 
degradation, a solution for continuous data minimisation during the course of business processes. The proposed approach 
results in reduced data maintenance and breach losses. Second, we adapt process mining techniques for ascertaining compli-
ance of business process execution to data subject rights. Finally, we present a scheme to utilise differential privacy technique 
to enable GDPR-compliant business process discovery. Additionally, we offer links to two effective tools that demonstrate 
our first and second contributions.

Keywords  GDPR · Business processes · Process mining · GDPR-Compliance · Data minimisation · Differential privacy

Introduction

Business processes collect, generate, or manipulate data of 
related entities, the beings to whom the process is related 
and the organisational resources related to the process. The 
goal of obtaining “data-driven” business models motivated 
organisations to collect and store as much data as possible 
and to process it even for non-primary purposes in order 
to optimise and enhance the organisational processes and 

maximise the business gains. To cope with the situation, 
the European Union (EU) introduced the General Data Pro-
tection Regulation (GDPR) which abstractly covers all the 
aspects of the data lifecycle. On one hand data processing 
principles delimit the collection, processing, storage and 
archiving of personal data to the necessary extent, and on the 
other hand data subjects are empowered by granting rights 
over their personal data.

Enabling end-to-end GDPR-compliance in business pro-
cesses is nontrivial [31]. As forward compliance, processes 
may need to be completely redesigned or partially over-
hauled to inculcate the applicable GDPR provisions, espe-
cially the data processing principles and data subject rights. 
GDPR’s accountability principle requires the compliance 
to be demonstrable as well. Therefore, once the believed-to-
be GDPR-compliant business process is implemented, the 
execution of the process needs to be monitored. As backward 
compliance, the execution data shall also be analysed for 
ascertaining compliance with the applicable GDPR provi-
sions, and detect deviations, if any.
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In this work, we are providing three solutions that con-
tribute towards enabling GDPR-compliance in business pro-
cesses. To be particular, our three solutions are contributing 
towards enabling (1) compliance to data minimisation, (2) 
compliance to data subject rights, and (3) compliance to data 
security and pseudonymisation. Additionally, we offer links 
to two tools that we contributed to demonstrate the effec-
tiveness of our first and second solutions. In the following 
paragraphs, we are introducing these three solutions.

Data minimisation is one important pillar of data pro-
cessing principles and enabler of the Privacy by design and 
default, a requirement by Article 25 of the GDPR. Data 
minimisation requires that personal data shall be collected 
commensurate with the legitimate processing purpose(s). 
Data minimisation, essentially taking into consideration 
data-minimality at collection stage, inherently minimises 
the exposure aftermath. Data degradation concept advo-
cates incremental data minimisation in chained processes, 
where the same data is processed for multiple purposes with 
varying granularity. In essence, data shall be irreversibly 
degraded at specific instances in-between these chained pro-
cesses to the extent that the resulting precision is sufficient 
for the successful completion of following process(es) in the 
chain. The term precision is used in the context of granular-
ity and information level of data elements. In this article, we 
are taking data degradation one step further by proposing 
intra-process data degradation, where data shall be continu-
ously and irreversibly degraded during the course of an indi-
vidual process. In many types of processes, the activities at 
a later stage of the process might either require specific data 
elements at a less precision than that required for the initial 
stage activities, or not require this data at all. These data ele-
ments become, precision-wise, fully or partially superfluous 
during the execution of such a process. Therefore, these data 
elements can be degraded through precision and retained 
information reduction techniques such that the relevant 
process can still be successfully completed. A degradation 
policy is the guiding force for such data degradation. We 
are presenting novel intra-process data degradation policies.

Process mining techniques [1] provide insights on busi-
ness processes relying mainly on process execution data. 
Process discovery techniques discover the de facto process 
model out of event data. Conformance checking techniques 
check for the harmony between a perceived business pro-
cess model and the execution of the process in business 
environment. Compliance checking techniques, a variant 
of conformance checking, align event logs with business 
rules and behavioural constraints in order to detect case-
level deviations, if any. The diagnostic information may be 
used to discover the factors leading to deviations and devise 
evidence-based corrective measures. We are adapting com-
pliance checking techniques for ascertaining compliance to 

certain GDPR provisions, mainly related to the data subject 
rights.

Almost all the process mining techniques process event 
data, which may contain sensitive data of the data subjects 
and the related organisational resources. Therefore, these 
techniques shall also adhere to the data security and data 
pseudonymisation requirements of the GDPR. Differential 
privacy is a statistical technique which reveals noise-added 
information about groups of subjects in a dataset without 
revealing information about individual subjects. The tech-
nique has been found effective and privacy-preserving in 
many domains where sensitive data is processed. We are pre-
senting our vision on making process discovery techniques 
privacy-preserving, in line with the GDPR data security 
requirements, by utilising differential privacy technique.

The remainder of this article is structured as follows. 
Section 2 provides an overview of the related work on data 
minimisation, data degradation, process mining techniques, 
and data privacy in process mining. Section 3 details our 
intra-process data degradation approach, different data 
degradation policies, and a proof of concept implementa-
tion to demonstrate its efficacy. In Sect. 4, we tackle the 
GDPR compliance in business processes from two different 
perspectives. First, we discuss post-execution GDPR com-
pliance of business processes with respect to data subject 
rights. Process mining techniques tailored for the purpose 
are evaluated. Second, we present our vision and a differ-
ential-privacy-based envisaged setup for enabling privacy-
preservation in process discovery. Finally, Sect. 5 concludes 
this article with a discussion of the major relevant challenges 
we foresee and an outlook on the future work.

Related Work

Domain and use case specific data minimisation at the 
data collection stage has been addressed through different 
approaches in the works of [2–5]. Hilderman et al. in [6] 
introduced domain generalisation graphs, which laid the 
groundwork for data degradation. Primarily aimed at large 
databases, the different hierarchical levels of the domain 
generalisation graphs are utilised for rolling up and drilling 
down the data in the database. The authors in [7, 8] build 
upon the domain generalisation graphs of [6] to propose 
degrading data elements by retaining only the information 
in the graph levels required for future processes. For this 
purpose, the authors utilise the hardwired life-cycle policy 
model of [9]. The work in [10] attempts to personalise the 
time-based life-cycle policies to stake-holders having vary-
ing preferences. In [11], the authors demonstrate the via-
bility of their approach by deploying data degradation for 
enhancing privacy in ambient intelligence.
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Our first contribution on data minimisation sounds sim-
ilar to [7–9], but is different on three grounds. First, the 
approach proposed in [7–9] is time-based recurrent and 
inter-process, where multiple processes having distinct and 
mutually exclusive boundaries use the same data. Precision 
of data elements remains the same during the course of an 
individual process. Our proposed approach is intra-process 
and has three different data degradation policies. Second, 
the life-cycle policy model of [9] utilised in [7] and [8] is 
database-centric while our data degradation policies are 
more process-centric. Third, the approach in [7–9] being 
database-centric, highlights the data degradation imple-
mentation related challenges therein. Our process-centric 
approach highlights data degradation implementation related 
challenges being faced from business processes perspective. 
A theoretical approach that applies data degradation but in 
a self-triggered way has been proposed in [12], where data 
become unusable after a designated period. The ‘Sticky poli-
cies’ approach of [13] proposes appending allowed usage 
and associated obligations as machine-readable policies to 
date transferred outside organisational boundaries.

A considerable number of process discovery techniques 
have been devised in the past two decades. However, only 
the family of inductive miners [14] guarantees to discover 
sound process models [1]. Business process models may 
evolve over time due to multiple reasons like function creep 
or concept drift. Therefore, we need sophisticated and effi-
cient process discovery techniques that are able to deal with 
streams of events [15, 16, 36]. Alignments-based conform-
ance checking techniques [17, 18] are considered as stand-
ard. The compliance checking techniques in [19–21] are able 
to deal with business rules but only when those are formal-
ised as Petri nets.

The maintainability of event log’s privacy in process min-
ing tasks has been researched in [22] and [25]. In [22], per-
sonal data is k-anonymized [23, 24] before initiating the dis-
covery process. The authors in [25] use a differential privacy 
agent [32–35] to provide noisy statistics on process traces 
to an untrusted process mining technique thereby preserv-
ing privacy of information contained in the event log. The 
query-synthesis mechanism and therefore the utility of the 
resulting discovered process model are improvable.

In [26], the authors analyse the extent to which transpar-
ency in right of access is possible to be achieved in the case 
of police and other law enforcement agencies. Our solution 
on enabling compliance to data subject rights is advancing 
our foundational work in [29, 30] towards more concrete 
framework implementations using ProM Framework [1] 
in the context of the BPR4GDPR1 EU H2020 project [31]. 
However, it differs in domain and scope from [26] as we are 

considering business processes and technical considerations 
in implementation of GDPR provisions therein. The com-
pliance assessment framework of [27] is used for assessing 
the compliance of actions of a user at run-time by asking 
questions, in contrast to our compliance checking at post-
execution stage.

Enabling Compliance to Data Minimisation

In this section, first we discuss on the GDPR article(s) rel-
evant to data minimisation. Next, we present our proposed 
tools and techniques, and methodology for compliance with 
the discussed GDPR articles, along with presenting the 
important intra-process data degradation policies. Finally, 
we demonstrate the efficacy of our approach with a proof of 
concept implementation.

Relevant GDPR Articles

Article 5 of the GDPR articulates six important data pro-
cessing principles, namely: (1) lawfulness, fairness and 
transparency, (2) purpose limitation, (3) data minimisation, 
(4) accuracy, (5) storage limitation, and (6) integrity and 
confidentiality. Together these principles attempt to delimit 
the collection, storage, and processing of data. Adaptation 
of these principles in spirit may necessitate thoroughly 
reworking business processes. In this work, we are focusing 
only on data minimisation principle. This principle requires 
personal data to be “adequate, relevant and limited to what 
is necessary in relation to the purposes for which they are 
processed”.

Article 25 related to privacy by design and default 
requires data controllers to “implement appropriate techni-
cal and organisational measures, such as pseudonymisation, 
which are designed to implement data-protection principles, 
such as data minimisation, in an effective manner and to 
integrate the necessary safeguards into the processing in 
order to meet the requirements of this Regulation and pro-
tect the rights of data subjects”. Data minimisation has been 
addressed in Article 47 to be necessarily specified as part 
of binding corporate rules. Article 89 adds data minimisa-
tion into the list of safeguards and derogations relating to 
processing for archiving purposes in the public interest, sci-
entific or historical research purposes or statistical purposes.

In the literature, data minimisation is portrayed as a cri-
teria to be taken care of at the data collection stage. We 
advocate the consideration of data minimisation as a con-
tinuous function throughout the process life, thereby reduc-
ing the impact in case of a data breach. Our data minimi-
sation approach should not be confused with data access 
minimisation. In such access management solutions, the data 
remain unchanged but only the access is controlled such that 1  https​://www.bpr4g​dpr.eu/

https://www.bpr4gdpr.eu/
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different roles have access to different levels or subsets of 
the same data.

Compliance Tools and Techniques

We present an example business process to be referenced 
throughout this section. Then, we define our proposed intra-
process data degradation approach, followed by introducing 
the necessary building blocks of the approach.

Running Use Case Example

We consider a simple test drive process of car dealerships 
(cf. Fig. 1). According to the process specification, car deal-
erships arrange test drive events twice a year: first-quarter 
and second-quarter of each year. Customers interested in test 
driving a latest car in one of the up-coming test drive events 
can register in the car dealership information system through 
an online portal. Personal data like date of birth, driving 
license number, contact number, mailing address and many 
other fields are provided for the registration to be success-
fully completed. Date of birth, driving license number and 
some other fields like occupation are required for eligibility 
assessment of test drive candidates. After performing this 
eligibility assessment, only eligible candidates are assigned 
to one of the test drive events. Later on, the candidates are 
contacted at some time prior to the planned test drive event 
for scheduling a test drive. The duration between registering 
the test drive request and the actual test drive taking place 
may span over several months.

Definition 1  (Intra-process Data Degradation) Personal 
data should always be degraded at suitable points in the 
process(es) timeline such that the resulting precision and 
retained information remain sufficient for the successful 
completion of the process(es), in line with the legitimate 
processing purpose(s).

Our intra-process data degradation definition highlights 
two important aspects for data degradation in business pro-
cesses, namely: suitable points and precision and retained 

information, and relatedly the techniques to alter precision 
and retained information of data elements.

Precision and Retained Information Reduction Techniques

Data elements provide information required for the execu-
tion of the activities in business processes. An absolute unit 
for measuring the information contained in the data is hard 
to realise, however sufficiency for the processing purpose 
is an acceptable indicator in the context of business pro-
cesses. Depending on the purpose of the activities, the same 
data element with different levels of contained information 
may be sufficient for the execution of different activities. 
A perfect knob for tuning the level of contained informa-
tion of data elements does not exist. Thus, by changing the 
granularity and the precision of the data element values, it 
is possible to change the level of contained information or 
in cases introduce ambiguity to the contained information. 
The possibility of information reduction provides basis for 
our intra-process data degradation.

In this work, we are considering two information reduc-
tion techniques: vertical and horizontal. Domain generalisa-
tion graphs of [6] provide means for reducing information of 
data elements in vertical fashion. The information contained 
in a data element may be assigned to different hierarchical 
levels of a domain generalisation graph such that the level 
of information at leaf node is very specific and that at root 
node is very generic. Depending on the context, discard-
ing the information at lower levels reduces the contained 
information.

Figure 2 presents the domain generalisation graph of a 
house address in The Netherlands. The root node precisely 
locates a house while the node one level up makes up into 
the street address. Street level abstracts to the level of admin-
istrative division, divisions one level up combine into cit-
ies, which abstracts to the level of a province. Provinces 
ultimately unite into the country. The precision of a com-
plete address element, consisting of values for all the nodes, 
can be therefore reduced by traversing up the levels of the 
address domain generalisation graph and dropping the infor-
mation contained in the lower levels.

Fig. 1   Car dealership test drive process model
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Horizontal information reduction techniques transform 
a data element into some alternate representation such that 
the contained information is reduced or in other words the 
entropy is increased. For instance, consider date of 
birth data element of a person. A complete date of birth 
is usually represented in dd-mm-yyyy format. As per the 
requirements of the context, the usual date of birth repre-
sentation can be transformed to {child, teen, adult, man, 
old} configuration. In other cases, trimming the day, month, 
year or a suitable tuple of the date of birth data ele-
ment reduces the contained information and therefore the 
traceability value of the data element. Similarly, data ele-
ment gender having value male can be transformed to ¬
female when the initial specificity is no longer required.

Data Degradation Policies

Definition 2  (Data Degradation Policy) A data degradation 
policy defines the recurrence criteria for initiation of data 
degradation during the course of a business process.

A data degradation policy is the driving force of our intra-
process data degradation approach. It caters the suitable 
points aspect of our intra-process data degradation defini-
tion. In this article, three of such policies are proposed: time-
driven, event-driven, and event-driven with margin. Each 
data degradation policy is intrinsically suitable for specific 
variants of business processes.

Definition 3  (Time-driven Data Degradation Policy) In 
this policy, the values of sensitive data elements shall be 

degraded to the next possible information level at defined 
time intervals { Ti,Tj,Tk,… } in the process timeline.

Usually, the degradation time instances are equi-dis-
tant, i.e. �Tij=�Tjk for all i, j, k values, where i, j, k, ⋯ are 
alternating data degradation instances. Referring to the 
example business process of Fig. 1 and the policy depicted 
in Fig. 3a, a typical time-driven data degradation policy 
would be “degrade data element date of birth one 
level every week”.

The periodicity of data degradation instances, or the 
suitable points aspect of our intra-process data degrada-
tion, depends on multiple factors such as data degradation 
costs, completion time of the process activities, usual pro-
cess duration, processing nature of the process, i.e. single-
instance or multi-instance. Single-instance processes usu-
ally batch process data related to multiple cases such as 
the customer segmentation process for instance. While, 
in multi-instance processes, an individual instance of the 
business process is initiated for each individual case such 
as a bank loan application process for example.

From a data repository perspective, the time-driven 
data degradation policy is suitable for the environments 
where the data degradation costs are high. The unavailabil-
ity of the repository during data degradation operations 
is also an important factor to be considered here. This 
policy is recommended in cases where the unavailability 
of the repository highly affects the performance of the core 
business process. The composition of the data repositories 
is a further critical factor to be taken into account. If the 
process data is scattered or replicated over redundant (het-
erogeneous) repositories then the infrequent time-driven 
data degradation policy is adequate.

For the time-driven data degradation policy to be effec-
tive and starvation-safe, activities in the business process 
should have time-bounds on completion. Business pro-
cesses, however, are prone to deviations from normal 
behaviour in both the control and time perspectives. There-
fore, the time-driven data degradation policy can poten-
tially lead to data starvation in case of deviations where 
activities are completed later than expected. Additionally, 
this policy degrades data at pre-defined time instances and 
as such data can be unnecessarily retained although it may 
have become superfluous. Therefore, this policy is consid-
ered suboptimal.

The event-driven data degradation policy caters for the 
shortcomings of the time-driven data degradation policy.

Definition 4  (Event-driven Data Degradation Policy) In 
this policy, the values of sensitive data elements shall be 
degraded to the next possible information level as soon as 
the current information level is no longer required for suc-
cessful execution/completion of the process, or in other 

Fig. 2   Domain generalisation 
graph of a house address in The 
Netherlands
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Fig. 3   Data degradation policies 
discussed in this work for data 
element date of birth in 
the context of example process 
of Fig. 1
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(a) Time-Driven Data Degradation Policy.
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(b) Event-Driven Data Degradation Policy (cf. Figure 1 for the events in the process
model).
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(c) Event-Driven Data Degradation with Margin Policy (cf. Figure 1 for the events in the
process model)
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words soon after the last process activity requiring the data 
at the current information level is executed.

Data degradation initiation instances, or the suitable 
points aspect of our intra-process data degradation, are 
linked to the completion of specific process activities. The 
completion of these activities marks the current information 
level of a specific data element to be superfluous and renders 
it eligible for degradation. Referring to our example pro-
cess of Fig. 1 and the event-driven data degradation policy 
in Fig. 3b, the value of data element date of birth 
is degraded one level as soon as the activity Check Age is 
executed and later degraded one further level when the activ-
ity Assign to Event is executed.

From the perspective of the data repository, the event-
driven data degradation policy is suitable for the envi-
ronments where data degradation costs are low and the 
unavailability of the repository during data degradation 
operations has a negligible effect on the performance of the 
core business process. From the business process perspec-
tive, the event-driven data degradation policy is suitable for 
both single-instance and multi-instance categories of busi-
ness processes. Business processes with evenly or sparsely 
distributed activities constitute an ideal case for the event-
driven data degradation policy.

The control-flow deviations are a major threat to the 
event-driven data degradation policy. Activities triggering 
data degradation can be executed ahead of their predecessor 
activities which consequently leaves the latter starving for 
data at pre-degradation information level. In case of devia-
tions with respect to the time perspective, processes with 
the event-driven data degradation in place are unlikely to 
suffer from data starvation. In the worst case, this type of 
deviations can result in performance bottlenecks where mul-
tiple process instances get synchronised which results with 
a spike in the data degradation loads.

Definition 5  (Event-driven Data Degradation Policy with 
Margin) In this policy, the values of sensitive data elements 
shall be degraded to the next possible information level at 
suitable offsets/margins after the last process activity requir-
ing the data at the current information level is executed.

This policy is suitable for category of processes where 
the data should obligatorily be retained for a specified period 
of time, either in accordance with an applicable regulation 
or some sort of preemption is expected. Different potential 
scenarios could be: (1) audit teams can randomly pick cases 
to be analysed for compliance and therefore data should be 
retained for some specified period, (2) customers are entitled 
to object to an automated decision within a specified time 
frame, or (3) the management occasionally inspects cases 

leading towards an undesirable result such as loan applica-
tions leading towards rejection.

In all the previously mentioned and many more related 
scenarios, data should not be degraded promptly but should 
instead be retained for a specific period of time, even if it 
is believed to be superfluous. Referring to our example pro-
cess of Fig. 1 and the event-driven data degradation with 
margin policy of Fig. 3c, the value of data element date 
of birth is degraded with a suitable offset following the 
execution of the activity Check Age and later degraded one 
additional level with a suitable offset after the execution of 
the activity Assign to Event.

Implementation of Intra‑Process Data Degradation

We have realised our intra-process data degradation 
approach in Camunda BPM2, which is a java-based 
open-source workflow and decision automation platform. 
Camunda BPM currently supports BPMN (Business Pro-
cess Modeling Notation), CMMN (Case Management Model 
and Notation) and DMN (Decision Model and Notation). 
Being a powerful workflow platform, the process engine can 
be bootstrapped in a java application or alternatively java 
applications can be deployed to the process engine through 
webapps mechanism. The engine provides Java APIs for 
providing interfaces.

In our implementation, the car dealership test drive busi-
ness process (cf. Fig. 1) is coupled with the event-driven 
data degradation policy of Fig. 3b. The developed webapps 
are available on SurfDrive3. We are presenting screen-
shots of the Camunda cockpit at different process stages 
as Fig. (4a–c). The date of birth, represented as variable 
DateOfBirth in the screenshots, is provided at registra-
tion stage (cf. Fig. 4a). Once utilised for checking age eli-
gibility for test drive by the activity Age Check, the date 
of birth data element is degraded one level such that 
only month and year of birth are retained (cf. Fig. 4b). If 
eligibility is proven in every respect, the request is further 
processed through the activity Assign to Event and date 
of birth is further degraded to contain only the birth 
year (cf. Fig. 4c).

To illustrate the merits and effectiveness of our approach, 
we perform a comparative analysis of our approach with 
a conventional implementation of the business process of 
Fig. 1. We refer by “non-degradation approach” in the rest 
of this section to the approach that does not incorporate 
data degradation . We use the impact of a data breach in 
terms of the potential of the exposed data to reveal identi-
fication of the data subjects as a comparison metric. In the 

2  https​://www.camun​da.com
3  https​://surfd​rive.surf.nl/files​/index​.php/s/E7mU4​UQCLf​fmyoQ​

https://www.camunda.com
https://surfdrive.surf.nl/files/index.php/s/E7mU4UQCLffmyoQ
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Fig. 4   Screenshots of camunda 
process execution with degraded 
data element
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non-degradation approach, the precision of process data is 
not reduced during the course of the process, and therefore 
data breach impact remains uniformly high throughout the 
process timeline.

For our approach, we consider data breaches happening at 
different instances in our process timeline. The impact of a 
data breach happening at any instance before the activity Age 
Check gets executed will be the same as the non-degradation 
approach, as the data is fully-precised yet. Next imagine a 
data breach happening at any instance in-between the execu-
tion of the activities Age Check and Driving License Check. 
The data breach impact of our approach will be relatively 
less as compared to the non-degradation approach since, as 
per our approach, the data element date of birth does 
not include the day of the birth. Further, a data breach hap-
pening at any instance after the execution of the activity 
Assign to Event in our approach will bear significantly less 
data breach impact in comparison to the non-degradation 
approach as the data has significantly lost its distinctive 
value due to the dropping of day and month of the birth 
details. The mentioned data breach impacts are also visual-
ised in the coloring of the data degradation policies in Fig. 3.

From the process specification, we know that a complete 
instance of the business process of Fig. 1 may span over 
several months. Also, the elapsed time till the activity Assign 
to Event usually counts for a fraction of the whole process 
completion time. We can conclude that in the context of 
the processes bearing characteristics similar to our example 
business processes, our proposed intra-process data deg-
radation approach makes the processing environment less 
vulnerable during the process life in comparison to the non-
degradation approach.

Post‑execution GDPR Compliance

This section details on the post-execution GDPR compliance 
with the business process traces from two distinct angles: 
ascertaining compliance to GDPR’s data subject rights, 
and practicing data security in processing of event data for 
mining purposes. In the following, we detail the former in 
Sect. 4.1 and the latter in Sect. 4.1.1.

Enabling Compliance to Data Subject Rights

In this section we first detail on the GDPR’s data subject 
rights. Then, we explain basic process mining tasks and their 
potential in ascertaining compliance with the GDPR’s data 
subject rights in business processes. Finally, we provide an 
evaluation of our process mining based Right to be Forgotten 
(RTBF) compliance checking tool.

Relevant GDPR Articles

GDPR caters for the distrust of data subjects on data control-
lers regarding the possession and processing of their per-
sonal data. It empowers data subjects with a broad range of 
rights over their personal data. In Articles 6 and 7 declaring 
data subject’s consent as a mandatory requirement for data 
processing, Articles 15 to 22 detail on the various data sub-
ject rights. Article 12 on one hand obligates data controllers 
to facilitate the exercise of data subject rights listed under 
the Articles 15 to 22, and on the other hand binds them to 
provide information on action taken on any request made 
under Articles 15 to 22 to the concerned data subject without 
undue delay.

Data subject rights are essentially data controller’s obliga-
tions. In order to be able to fulfill data subject rights, data 
controllers might need to rework the control perspective of 
business processes either by changing business processes 
or by including additional behaviour into the process. For 
without undue delay aspect of fulfillment of data subject 
rights, the time perspective of business processes needs to 
be addressed. We will briefly explain these different business 
process perspectives in the next section.

Compliance Tools and Techniques

Process Mining Process mining is a discipline which is posi-
tioned between data mining and business process manage-
ment and provides insights on the dynamics of the process 
execution. There are three main categories of process mining 
techniques: process model discovery, process conformance 
or compliance checking, and process enhancement. The two 
first-class citizens of process mining are event logs and pro-
cess models, also known as observed behaviour and desired 
behaviour respectively.

An event log “L” consists of the process execution data 
recorded in the information systems. A single process 
instance, known as a trace, contains the (orderly) recorded 
sequence of events for each case (process instance). Each 
event shall at least contain the information tuple (case id, 
activity name, timestamp) for the primary process mining 
purposes. Additional event information results in discovery 
of interesting insights on the process.

A process model “ M ” can be represented as a Petri net, 
N=(P,T,F,A) where P in the tuple represents a finite set of 
Places, T is the set of Transitions, F is the set of arcs con-
necting places to transitions and transitions to places, and A 
is the set of Activities. Referring to Fig. 5, the middle row 
is a process model of lead management process of a car-
dealership. Places in the model represent the different states 
of a process while transitions represent actions which result 
in changing the state of the process.
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Process discovery techniques take as input an event log 
“L” and discover a process model “ M ”. Business processes 
gets adapted under the influence of contextual factors and 
drifts. An event log data “L” contains the real execution data, 
therefore the discovered process model “ M ” represents the 
de facto process model.

Conformance checking techniques gauge the harmony 
between process execution in real environment, i.e. as-is 
behaviour and the behaviour documented or perceived by the 
process owners, i.e. to-be behaviour. Conformance check-
ing takes as input a process model “ M ”, be it discovered or 
provided by the process owners, and an event log “L”. The 
two input entities are confronted to discover disagreements 
between traces in the event log and behaviour allowed as 
per the process model. Literature [1] details on many fac-
tors leading to deviations in execution of business processes.

Compliance checking techniques, a variant of conform-
ance checking, check the compliance of the executed process 
instances (cases) against a behavioural constraint or require-
ment. The behavioural constraint is transformed into a for-
mal representation with embedding the permissible behav-
iour. Process traces are evaluated against the behavioural 
constraint and deviations in the traces are diagnosed, if any.

Process mining discipline recognises three different 
perspectives on business processes: control-flow, data, and 
time. Control-flow perspective looks onto the orientation 
or spatial aspect of process activities in a business process. 
Data perspective counts on the data elements accessed, 
written, and updated by activities in a business process. 
Time perspective looks into temporal and performance 
aspect of process activities. To relate these perspectives 
to the GDPR, data miminisation is concerned with the 
data perspective of business processes. Data subject rights 

might necessitate changes in the control-flow perspective 
of business processes. The fulfillment of data subject 
rights without undue delay aspect may require reworking 
the time perspective of business processes.

Model Adaptation The implementation and the inclu-
sion of data subject rights in the business processes bear 
varying implications. For some of these rights, a straight-
forward addition of a subprocess to the business process 
model may be sufficient. While others may necessitate 
reworking the primary business process as well. We are 
considering Article 17 of the GDPR i.e., right to erasure, 
which in our opinion is the most rigorous as it may even 
interrupt the execution of the primary processes. Titled as 
“Right to erasure” and commonly known as the “right to 
be forgotten” (RTBF), Article 17 requires that on receipt 
of an erasure request, the data controller should erase per-
sonal data of the concerned data subject without undue 
delay, except in few special cases.

In the context of the changes required for enabling RTBF 
compliance, refer bottom row of Fig. 5, RTBF process is 
structurally annexed to the business process of the car-deal-
ership. From behavioural point of view, the RTBF process 
acts as a reset net [28] which takes control out of the busi-
ness process upon triggering. This essentially stops the fur-
ther processing of the data to be deleted. All the data reposi-
tories containing the data of the respective data subject are 
sorted out and all the concerned records therein are deleted. 
The actions taken by the data controller in response to the 
RTBF request must be acknowledged to the data subject as 
per Article 12. With the event data logged for the modified 
business process, our GDPR compliance checking tech-
niques can ascertain RTBF compliance in the post-execution 
scenario, explained in coming section.

Fig. 5   RTBF-compliant car 
dealership lead management 
process model
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Implementation of RTBF‑Compliance Process Mining Tool

We are considering the car dealership lead management 
process, the middle row of Fig. 5. Leads data from multiple 
sources, such as data from the test drive process of Fig. 1, is 
acquired by the lead management process. The acquired data 
is processed for identification of quality leads. The identified 
quality leads are contacted through multiple communication 
channels for customer conversion, i.e. selling, cross-selling 
or up-selling.

As discussed in the preceding section, we adapted the 
non-RTBF compliant process to RTBF compliant version. 
We simulated the RTBF compliant business process model 
of Fig. 5 through CPN Tools4 for creating synthetic event 
log. The simulation is configured to embody controllable 
noise in the form of non-compliant traces. Our implemen-
tation of the RTBF-compliance checking technique within 
ProM [1] together with a synthetic event log and a step-by-
step installation guide is available online5.

The output of our RTBF compliance checking technique 
is provided through a Petri net representation as in Fig. 6. 
The Erasure Request transition represents the RTBF request 
by the data subject. The Notify transition represents the 
acknowledgment of the data deletion to the data subject as 
per Article 12. The red coloured perimeter of the transition 

Notify signals that deviations have been diagnosed at this 
activity. The statistics inside the transition provides the 
information that in 9 out of 79 RTBF cases the data subject 
was not communicated about action(s) taken as a result of 
his RTBF request. By clicking on this “problematic” transi-
tion, information about non-compliant traces can be filtered 
for further analysis.

In operational environments, events are recorded in mas-
sive volume. Analysis tools and techniques should there-
fore be scalable to deal with large volume of event data. 
We evaluated our RTBF compliance checking technique on 
event log of up to 500,000 cases. Evaluation was performed 
on a laptop with an Intel Core i7-7700HQ CPU, 32 GB of 
RAM and running Windows 10 operating system. Figure 7 
presents the scalability of the compliance checking tool w.r.t. 
the increase of total number of cases considered in the log 
file. Our tool exhibit quasilinear time complexity in the num-
ber of considered cases.

Enabling Compliance to Data Security

In this section we highlight the GDPR articles related to 
the requirement of practicing data security in processing 
of personal data. We bridge the data security requirement 
with processing of event data in process mining techniques. 
Finally, we present our vision on utilising differential pri-
vacy technique in order to fulfill data security requirement 
in process discovery techniques.

Fig. 6   Car dealership process GDPR compliance diagnosis

4  http://cpnto​ols.org
5  https​://surfd​rive.surf.nl/files​/index​.php/s/aUVFr​w8GRc​cICpy​

http://cpntools.org
https://surfdrive.surf.nl/files/index.php/s/aUVFrw8GRccICpy
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Relevant GDPR Articles

GDPR reiterates that personal data should be processed in 
a manner that ensures appropriate security and confiden-
tiality of the data. While not precluding any other meas-
ures, pseudonymisation has been exemplified in GDPR at 
multiple occasions as an effective security technique. The 
‘integrity and confidentiality’ processing principle of Arti-
cle 5 requires that personal data should be processed with 
ensuring appropriate data security. Article 25 requires pseu-
donymisation to be part of the measures considered both at 
the time of the determination of the means for processing 
and at the time of the processing itself, i.e. privacy by design 
and default. Article 32 of the GDPR requires data control-
lers and processors to implement appropriate technical and 
organisational measures to ensure a level of appropriate data 
security by mentioning pseudonymisation and encryption as 
an example. Article 89 includes pseudonymisation into the 
safeguards and derogations related to processing for archiv-
ing purposes in the public interest, scientific or historical 
research purposes or statistical purposes.

Compliance Tools and Techniques

Process mining, in essence, is a process on its own that uti-
lises process event data for almost all of its techniques. The 
event data may contain personal data of the data subjects as 
well as organisational resources related with the business 
process. Therefore, the data security articles mentioned in 
the previous section shall also be taken care of during the 
mining of business processes. In this work, we are focusing 
on process model discovery. We aim to devise a setup where 
process models can be discovered without the exposure of 
the precise information contained in the event data.

Differential privacy is an information sharing mechanism 
where aggregated information about groups of subjects in a 
dataset is shared, but with concealing information about the 
individual subjects. A differential privacy engine is entrusted 
to have a full access to the underlying data and this engine 
can be queried for different statistics like count, mean or 
variance over a group of data-related subjects. The engine 
in response returns the queried information with addition of 
some systematic noise such that the exact information, espe-
cially regarding individual records, cannot be revealed. The 
number of allowed queries is subjected to a certain privacy 
budget which gets depleted with the issuance of queries. A 
limitation of the number of queries through privacy budget 
ensures that it is not possible to reveal “precise” information 
about individual subjects by performing “high” number of 
queries.

Algorithmically, process discovery is usually a two-step 
process. At a first step, the event data is transformed into 
some intermediate representation which is utilised to con-
struct a process model in a second step [37]. Directly-follows 
relations are an example of such intermediate representa-
tions. The quality of intermediate representation, in terms of 
true representation of the underlying event log, has a direct 
impact on the quality of the discovered process model. As 
per our approach, we aim to leverage differential privacy to 
build an acceptable intermediate representation in a privacy-
abiding manner.

Referring to Fig. 8, we are specifying two environments 
in a process discovery setup. The actual process discovery 
algorithm and its querying agent are considered to be resid-
ing in a non-trusted environment while the event log and the 
privacy engine reside in the trusted environment. The pri-
vacy engine should have access to the event log for extract-
ing statistical information of the events. The process discov-
ery querying agent, residing in the non-trusted environment, 

Fig. 7   The scalability of the 
RTBF compliance tool w.r.t. the 
number of cases in different log 
files of the Lead Management 
process
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can only communicate with the differential privacy engine 
in the trusted environment by issuing queries in order to 
acquire required information on the event data.

The semantics of the query depends on the intermedi-
ate representation utilised by the process discovery. For 
instance, in case of directly-follows relation, the process 
discovery querying agent will query the number of instances 
where an activity A is directly-followed by an activity B. 
Mainly, the count feature of differential privacy will be uti-
lised. The privacy engine in response to the query provides 
the relevant statistics along with addition of � noise. As with 
any differential privacy setup, the process discovery query-
ing agent can issue up to a certain number of queries to the 
differential privacy engine under the constraint of assigned 
privacy budget.

Existing techniques like [25], suffer from in-efficient 
querying mechanism and discovery of low-quality process 
models. We aim to effectively utilise the querying budget to 
discover high quality process models in the real time [15].

Challenges and Future Work

In this work, we presented solutions for enabling GDPR 
compliance with respect to data minimisation, data subject 
rights in business processes, and data security while mining 
processes. In this section we present the major challenges 
and future directions regarding these three areas.

Our intra-process data degradation implementation 
proved the initial effectiveness of the introduced concepts. 
Nevertheless, some challenges are foreseen. The complex-
ity of the processing environments is considered to be 

challenging for our intra-process data degradation approach. 
Most often, same data are processed in multiple processes 
concurrently, sequentially or in a cascading pattern. As 
another scenario of processing environment’s complexity, 
multiple organisations may be involved in beyond-boundary 
processing as part of a single process. The structural com-
plexity of real world business processes is another challenge 
for intra-process data degradation. Process models contain 
parallelism, choices and the most challenging looping con-
structs. All these constructs introduce behavioural complex-
ity in the incumbent business process. Our current versions 
of the data degradation policies are still unable to handle 
such behavioural diversity and are therefore making data 
degradation hard to realise in such processes. As a future 
work in the direction of data minimisation, we will investi-
gate much more advanced, probably hybrid, data degrada-
tion policies.

We presented a solution for enabling GDPR compliance 
of business processes with respect to the data subject rights, 
complemented by process mining discipline. Particularly, we 
elaborated on ascertaining RTBF-compliance using a novel 
tool. The complexity of the processing environments and 
the structural complexity of real world business processes 
is equally challenging in this direction. Apart from detecting 
deviations, an automated feedback in the form of remedial 
actions should also be provided to close the loop.

For the realisation of data security in mining busi-
ness processes, we also see a lot of challenges. Effective 
query-synthesis is one of the major challenge in differen-
tially-private process mining. Some process mining algo-
rithms require information on the level of activities, such 
as Directly-Follows Graphs (DFGs), while others require 

Fig. 8   Our proposed setup for applying differential privacy in process discovery
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information on the level of process traces for the discovery 
of meaningful process models. A frugal querying mecha-
nism needs to be devised such that the information requested 
from the differential privacy agent is on one hand minimal 
and on the other hand sufficient for all of these process dis-
covery algorithms. Despite the fact that the discovery pro-
cess in such a setup is based on noisy statistics, maximising 
the utility of the discovered process models is a further chal-
lenge to be addressed.
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