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Abstract
Top-down semantic information is known to play an important role in assigning saliency. Recently, large strides have been 
made in improving state-of-the-art semantic image understanding in the fields of object detection and semantic segmenta-
tion. Therefore, since these methods have now reached a high-level of maturity, evaluation of the impact of high-level image 
understanding on saliency estimation is now feasible. We propose several saliency features which are computed from object 
detection and semantic segmentation results. We combine these features with a standard baseline method for saliency detec-
tion to evaluate their importance. Experiments demonstrate that the proposed features derived from object detection and 
semantic segmentation improve saliency estimation significantly. Moreover, they show that our method obtains state-of-the-
art results on (FT, ImgSal, and SOD datasets) and obtains competitive results on four other datasets (ECSSD, PASCAL-S, 
MSRA-B, and HKU-IS).
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Introduction

Saliency is the quality of objects that makes them stand out 
with respect to others, thereby grabbing the attention of the 
viewer. Computational saliency can be roughly divided in 
three main research branches. Firstly, it is originally defined 
as a task of predicting eye-fixations on images [11]. Sec-
ondly, researchers use the term to refer to salient object 
estimation or salient region detection [6, 35, 65]. Here, the 
task is extended to identify the region, containing the sali-
ent object, which is a binary segmentation task for salient 
object extraction. Thirdly, more recently researchers on 

convolutional neural networks have also used the term of 
saliency map to refer to the activations of certain intermedi-
ate layers of the network. The focus in this paper is on sali-
ent object estimation, and we do not perform fixation map 
prediction, nor study the activation maps of neural networks.

Computational salient object detection aims to detect the 
most attractive objects in the image in a manner which is 
coherent with the perception of the human visual system. 
Visual saliency has a wide range of applications such as 
image retargeting [15], image compression [51], and image 
retrieval [61].

Initially, most saliency models were bottom-up 
approaches which are based on low-level features which are 
merged using linear and nonlinear filtering to get the final 
saliency map [6, 9]. Itti et al. [22] propose one of the first 
models for computational visual saliency which is based on 
the integration theory of Treisman [52] and uses several low-
level bottom-up features including color, orientation, and 
intensity. Even though this method has been surpassed on 
popular baselines by many approaches, a recent study which 
optimized all its parameters found that it could still obtain 
results comparable to state-of-the-art [17]. Yang et al. [58] 
improve low-level features by considering their contrast with 
respect to the boundary of the image. Here, the boundary is 
used to model the background. Then, the saliency map is 
computed using graph-based manifold ranking. Perazzi et al. 
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[47] apply a Gaussian filtering framework which is based on 
computing regional contrast and element color uniqueness 
to rank the saliency of regions.

Top-down approaches consider that high-level seman-
tic understanding of the image plays an important role in 
saliency assignment. These methods first identify a sub-
set of high-level concepts, such as faces, text, and object-
ness, which are detected in the image, and in a subsequent 
phase are used to compute the saliency map. The first set 
of papers on this subject concentrated on a limited set of 
semantic classes. Cerf et al. [9] add a face detector to their 
saliency approach. Ehinger et al. [12] compute saliency by 
combining scene context features, target features, and loca-
tion. Judd et al. [23] consider the detection of faces, people, 
text, body parts, and animals to improve saliency estimation. 
Borji et al. [6] also include features based on the detection of 
face and text in their saliency estimation method. Recently, 
some methods have considered a wider range of classes for 
saliency detection, by also incorporating object detection or 
semantic segmentation results in the saliency pipeline [28, 
44, 53, 59, 63]. All of these methods show that adding high-
level semantic features to saliency computation improves 
results significantly.

Convolutional neural networks (CNN) [26, 32] have sig-
nificantly improved the state-of-the-art of high-level image 
understanding. Instead of separately designing hand-crafted 
features and optimal classifiers for computer vision prob-
lems, these networks propose to learn end-to-end, optimiz-
ing both the feature representation and the classifier at the 
same time. These techniques have led to impressive perfor-
mance gains in semantic image understanding. For exam-
ple, the results for object detection on the popular PASCAL 
VOC 2010 dataset have improved from 29.6 [16] in 2010 
to 68.8 (mAP) with fast R-CNN in 2015 [20]. Impressive 
improvements can also be seen for semantic segmentation on 

PASCAL VOC 2011 from 47.6 in 2012 [8] to 62.7 (mIoU) 
with fully convolutional networks in 2015 [33]. Given this 
large improvement in performance, we think it is timely to 
revisit top-down high-level features for saliency.

Given the significant improvements of high-level object 
detection and semantic segmentation, in this paper we aim to 
evaluate the impact of these high-level methods on the task 
of saliency estimation. Figure 1 shows an example of the 
importance of high-level features for saliency. As discussed 
above, high-level semantic information plays an important 
role when attributing saliency [9, 43]. In addition, a recent 
article titled “Where should saliency models look next?” 
[4] concluded that models continue to miss semantically 
meaningful elements in scenes. Our paper has the following 
contributions:

– We evaluate if knowledge of semantic classes in the 
image ( from a variety of object groups including 
humans, vehicles, indoor and animals) can be used for 
better saliency estimation.

– We evaluate this based on two methods for high-level 
image understanding, namely object detection and 
semantic segmentation.

– We propose several new saliency features based on the 
high-level information coming from the object detection 
and semantic segmentation methods.

– We perform an extensive analysis on several standard 
datasets and evaluate the gain which is obtained by hav-
ing access to this high-level information.

The organization of the paper is as follows: in Sect.  2, 
we present the related work. In Sect. 3, we give an over-
view of the proposed method. In Sect. 4, we describe the 
features computed from object detection, segmentation 
results and object proposals. Next, we provide details on 

Fig. 1  From left to right (top row): input image, saliency map by 
MDF method [37], object detection results, our saliency map and 
ground truth; (bottom row): input image, saliency map by MDF 

method [37], semantic segmentation results, our saliency map and 
ground truth. Examples show that high-level features are important 
for saliency detection
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the experimental setup and results are presented in Sect. 5. 
Conclusions are provided in Sect. 6.

Related Work

In this section, we provide an overview of salient object 
detection methods. After the seminal work of Itti et al. [22], 
who propose one of the first computational saliency mod-
els, saliency estimation has led to both biologically inspired 
models [5], and many mathematical motivated methods [2, 
21]. A complete review on saliency can be found in [7].

Object proposal methods became a hot topic of research, 
due to their success in object detection [10, 25, 54, 64]. 
Recently, these object proposals methods have been applied 
in the field of saliency detection. The advantage of using 
object proposals approaches over methods based on super-
pixels is that they do not require an additional regrouping 
step (often implemented with a conditional random field 
[39]). The use of object proposal methods has another 
advantage which is avoiding the use of the costly sliding 
window approaches. Several methods use object proposals 
for saliency estimation [3, 27, 35, 62]. They extract saliency 
features for all object proposals after which they use a clas-
sifier to assign saliency to the object proposals. Recently, 
Azaza et al. [3] propose a saliency approach based on sali-
ency features computed from the direct surround (context) 
of every object proposal. Wang et al. [62] propose a local 
and global deep network for saliency to predict the saliency 
of each object proposal generated from the geodesic object 
proposal method [25]. A recent work investigates the usage 
of object proposals for saliency estimation in videos [27].

Several methods have explicitly used high-level object 
detection for saliency estimation. Xu et al. [56] introduce 
a visual saliency approach which includes semantic attrib-
utes which are related to emotion, touch, gaze, smell, and 
taste. Nuthmann et al. [46] prove that objects are important 
in leading attention. Einhauser et al. [13] demonstrate that 
objects predict fixations better than early saliency, so they 
propose a model based on detecting or segmenting objects 
to predict salient regions. Other than these methods, we con-
sider a wider group of twenty object classes and evaluate 
their impact on saliency estimation. In addition, we evaluate 
both the influence of object detection and semantic segmen-
tation for saliency estimation.

Recently, the use of high-level semantic information 
(object detection and semantic segmentation) for saliency 
detection has been investigated in some papers [28, 44, 53, 
63]. Hou et al. [28] combined multi-level feature maps of 
fully convolutional neural networks (FCNs), on which most 
object detection and semantic segmentation algorithms are 
based, to highlight the salient objects. Ming et al. [44] pre-
sent a saliency approach using active semantic segmentation, 

which they use to extract a set of semantic features. Tingtian 
et al. [53] propose a saliency algorithm which merges high-
level foreground object detection with low-level features. 
Wang et al. [63] propose a saliency detection approach based 
on a background prior method by merging three saliency 
maps obtained by background contrast, background connec-
tivity prior, and spatial distribution prior. We differ from 
these works [28, 44, 53, 59, 63] in that we provide a more 
complete analysis of the influence of top-down informa-
tion for saliency estimation: we analyze the relative gain of 
object detection and semantic segmentation results, and we 
analyze the relative gain provided by each of the semantic 
classes.

Recently, CNNs have been applied to visual saliency 
research. Initially, several works used off-the-shelf deep 
features to replace previous hand-crafted features [37, 49, 
62]. Further progress was made when fully convolutional 
networks allowed for end-to-end estimation of saliency [38], 
which led to convolutional features optimized for saliency 
detection. Li et al. [30] propose a multi-task deep model 
for semantic segmentation and saliency prediction. They 
investigate the correlation between the semantic segmenta-
tion and saliency detection. They prove that using features 
collaboratively for two correlated tasks can improve overall 
performance. In this work, we study the influence of state-
of-the-art semantic image understanding methods, such as 
object detection and semantic segmentation, on saliency 
detection. We use a standard baseline which is not based on 
deep learning, but the method could potentially be extended 
to include bottom-up deep features.

Method Overview

The main aim of this paper is to analyze the usage of high-
level semantic information (object detection, and semantic 
segmentation results) for saliency estimation. To evaluate 
the impact of high-level semantic information on saliency, 
we use a standard saliency pipeline. A similar approach was 
for example used by Li et al. [30] where they propose a 
multi-task deep model for semantic segmentation and sali-
ency prediction task.

An overview of the baseline saliency approach at test-
ing time is shown in Fig. 2. Given an image, we compute a 
set of object proposals using the multiscale combinatorial 
grouping (MCG) method [1]. Based on the extracted feature 
vector for each of the object proposals, we train a random 
forest for regression to produce a saliency model which will 
be used for saliency estimation. As the saliency score for 
each object proposal, we use the average saliency of the 
pixels in the proposal (pixels have a saliency of one if they 
are on the ground truth salient object or zero elsewhere). At 
testing time, we assign saliency for all the object proposals 
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using the random forest regressor. The final saliency map is 
computed by taking for each pixel the average of the saliency 
of all the proposals that contain that pixel.

To incorporate high-level semantic information into the 
saliency pipeline, we only change the feature extraction 
phase of the baseline method. An overview is provided in 
Fig. 3. We will consider two types of high-level semantic 
information, namely object detection and semantic segmen-
tation results. We will use both systems which are trained on 
the PASCAL VOC dataset which contains twenty classes, 
including humans, animals, vehicles, and indoor objects. We 
propose several object detection features which are derived 
from the detection of bounding boxes and the object propos-
als. Similarly, we derive semantic segmentation features by 
comparing the semantic segmentation results with the object 
proposals (see Sect. 4).

Before introducing the high-level features, we derive 
from object detection and semantic segmentation results 
we shortly describe the standard shape features which 
are directly computed from the object proposals. We will 

apply these features in our baseline method and in combi-
nation with the semantic features.

Shape Features

We extract 17 object proposal features, namely shape fea-
tures which are based on the shape of the binary mask and 
its position in the image. The features described here for 
shape are existing features from the saliency literature. For 
every object proposal, we compute a set of shape features 
similar to the ones proposed in [24, 35]. The shape fea-
tures we consider are centroid (2 dimensions), area, perim-
eter, convex area, Euler Number, major axis length, minor 
axis length, eccentricity, orientation, equivalent diameter, 
solidity, extent, width, and height of each object proposal. 
As an additional shape feature, we add the border-clutter 
feature [55] which is a binary feature indicating if the 
object proposal touches the boundaries of the image and 
is therefore cluttered by the field of view of the image. 
We also model the fact that salient objects are more fre-
quent near the center of the image [23]. This feature is 
modeled by placing a Gaussian in the center of the image 
(for standard deviation �x = width∕4 along the horizontal 
coordinates and �y = height∕4 along the vertical coordi-
nates was chosen). The centrality of object proposals is 
equal to the average value of the Gaussian over all pixels 
within the object proposal. It should be noted that this 
bias is a consequence of the fact how people take pictures, 
which are subsequently used in the datasets for saliency 
estimation. However, this bias is generally not present in 
images from many cameras; consider for example security 
cameras or robotics cameras. However, it should be noted 
that for datasets where such a bias does not exist this can 
be learned by the classifier we use, and thus, this feature 
would subsequently be ignored.

Fig. 2  Overview of our proposed method: from the input image, we 
compute a set of object proposals. From these objects, we compute 
shape, object detection, and segmentation features. Next, we train a 
random forest to classify the features of each proposal to a saliency 
assignment value. The saliency values of all proposals are combined 
in a saliency map

Fig. 3  Overview of feature 
extraction: we use an input 
image and a set of correspond-
ing object proposals to compute 
the shape, object detection and 
semantic segmentation features



SN Computer Science (2020) 1:200 Page 5 of 12 200

SN Computer Science

High‑Level Semantic Features

The human visual system gives more attention to specific 
semantic object classes such as person, car, etc. In this 
section, we present high-level semantic features that we 
extract to compute saliency. These high-level features con-
tain semantic knowledge of the object class. Therefore, 
the amount of saliency can depend on the semantic class 
which can be learned during the training phase.

Based on human perception, high-level features such 
as people, faces, and text have been proposed to capture 
visual attention [6, 9]. As for example [23] which assigns 
saliency to regions of faces, or the work of [6] which com-
bines low-level bottom-up features with top-down features 
such as text. Other than these works, we consider a wider 
class of objects in this paper: the twenty classes of the 
PASCAL VOC includes person, animals, vehicles, and 
indoor objects. Recently, with deep learning the semantic 
understanding of images has improved significantly and 
currently is of high quality [20], we therefore think it is 
timely to evaluate the influence of a wider class of objects 
on saliency.

Object Detection Features (ODF)

Here, we propose several saliency features derived from 
object detection results. Object detectors in general detect a 
number of bounding boxes in the image. The detection pro-
vides a score related to an object class which indicates the 
confidence of the detector. Often, a threshold on the score 
is defined. Bounding boxes above this threshold are then 
considered detected objects.

In the pipeline which we described in Sect. 3, the aim is 
to assign saliency to object proposals. Therefore, to exploit 
high-level object detection we have to combine the object 
detection bounding boxes with the object proposals. To do 
so, we consider three different features which are all based 
on the intersection between detection bounding box and 
object proposals. They differ in the way they are normalized.

As a first measure, we consider the popular intersection 
over union, which is equal to the intersection of the i-th 
object proposal Oi and the j-th detection bounding box Bj 
divided by the union between the object proposal Oi and the 
detection bounding box Bj:

where |||Oi ∩ Bj

||| is equal to the number of pixels in set Oi ∩ Bj . 
This measure is typically used in the evaluation of semantic 
segmentation [14].

(1)ODF1 =

|||Oi ∩ Bj

|||
|||Oi ∪ Bj

|||
,

The second measure computes the intersection over the 
minimum of the detection bounding box Bj and the object 
proposal Oi:

and is sometimes considered as an alternative for intersec-
tion over union [48].

A drawback of the first measure is that in case the object 
proposal is part of the bounding box, but a significant part of 
the bounding box is outside the object proposal, this meas-
ure will assign a low saliency. The second measure addresses 
this problem; however, when the bounding box is included in 
the object proposal, this measure will assign a high saliency 
to the whole object proposal, even though the bounding box 
might only be a small part of the object proposal. Both these 
problems are addressed by the third measure which computes 
the percentage of pixels in object proposal Oi which are in the 
detection bounding box Bj:

An example of the object detection features computation 
is shown in Fig 4. Comparison of object detection features 
computed on three example images (top row) from an exam-
ple object proposal and object detection bounding box (bot-
tom row). Superposed on the images in the bottom row are 
the object detection features. In these three examples, the 
saliency which should be assigned to the object proposal is 
high for the first two images and low for the last example. 
Only the third object detection feature correctly correlates 
with this.

It should be noted that we compute Eqs. 1–3 with the object 
proposal mask and with the bounding box representation for 
the detection. One could also decide to represent the object 
proposal with a bounding box, by drawing the smallest enclos-
ing bounding box around the object proposal. Again, the same 
three features could be computed but now based on the bound-
ing box for Oi . We compared both approaches on the PAS-
CAL-S dataset and report the F-score (see Eq. 5) in Table 1. 
One can observe that using the original object proposal obtains 
better results than using bounding boxes. In addition, we see 
that the best results are obtained with object detection feature 
ODF3 . In all our experiments, we combine the three measures 
based on segmentation masks into the final ODF feature.

Semantic Segmentation Features (SSF)

As the second feature for high-level information, we use 
semantic segmentation results. Semantic segmentation 

(2)ODF2 =

|||Oi ∩ Bj

|||
min(Oi, Bj)

,

(3)ODF3 =

|||Oi ∩ Bj

|||
||Oi

||
.



 SN Computer Science (2020) 1:200200 Page 6 of 12

SN Computer Science

algorithms output a probability map of the same size as the 
input image. For each pixel, it provides the probability that 
it belongs to one of the semantic classes. Typically, a back-
ground class is introduced for all pixels which do not belong 
to any of the semantic classes. Semantic segmentation can 
be considered a more difficult task than object detection 
because for good results the exact borders of objects need 
to be correctly detected.

We use the semantic segmentation results to propose a 
semantic segmentation feature (SSF) for saliency. For every 
semantic class c and object proposal Oi , we compute the SSF 
according to:

where p(c|x) is the output of the semantic segmentation 
algorithm and provides the probability of a semantic class 
conditioned on the pixel location x. The summation is over 
all pixels x included in the object proposal Oi . In this paper, 
we will evaluate semantic segmentation features derived 
from algorithms trained on PASCAL VOC, which has 21 
classes, and therefore, the SSF feature of each object pro-
posal will also have a dimensionality of 21.

(4)SSF(c) = p
�
c�Oi

�
=

∑
x∈Oi

p(c�x)

��Oi
��

,

Experiments and Results

In this section, we provide the implementation details, the 
experimental setup that we use in our approach, the bench-
mark datasets and the evaluation metrics.

Implementation Details

The overall pipeline of our method is provided in Sect. 3. 
Here, we report the implementation details.

Object Proposals Generation

From the input images, we compute a set of object pro-
posals using the multiscale combinatorial grouping 
(MCG) method [1]. This method is based on a bottom-up 
hierarchical image segmentation. It was found to obtain 
improved results compared to other object proposal meth-
ods [25, 54]. We use the algorithm with default settings, 
which generates an average of 5153 object proposals per 
image.

Object Detection

To generate the object detection bounding boxes, we use 
fast R-CNN [20]. Fast R-CNN is an improved version of the 
R-CNN [19]; it obtains a significant speed-up by sharing 
the computation of the deep features between the bounding 
boxes. We use the fast R-CNN detector [20] which is trained 
on PASCAL VOC 2007.

Fig. 4  Example of object 
feature computation for three 
example images. See text for 
details

Table 1  Comparison of detection features on the segmentation mask 
and the bounding box representation in terms of F-score

Features ODF
1

ODF
2

ODF
3

Segmentation mask 45.40 58.90 64.30
Bounding box 45.10 30.080 53.30



SN Computer Science (2020) 1:200 Page 7 of 12 200

SN Computer Science

Segmentation Results

For semantic segmentation, we use the approach proposed 
by Long et al. [33]. They compute the segmentation maps 
with a fully convolutional neural network (FCN) using end-
to-end training. They improve the accuracy of their approach 
by using features extracted at multiple scales and adding 
skip connections between layers. We used the code provided 
by [33] and trained on the 20 classes of the PASCAL VOC 
2011.

Random Forest

To assign saliency to every object, we use random forest and 
we set the number of trees to 200.

For each object proposal, we extract the feature vector of 
the SF, the ODF and the SSF features which are combined 
in a single feature vector. The random forest is trained on the 
training set. The ground-truth saliency score of object pro-
posals is given by the ratio of pixels in the object proposal 
which are considered salient by the ground-truth divided by 
the total number of pixels in the object proposal. At testing 
time, we assign the saliency for all the object proposals by 
applying the random forest regressor. To compute the sali-
ency based only on SF features, we train only on the features 
based on the shape features SF.

Saliency Features

We will compare results of several different saliency fea-
tures. As a baseline, we will only use the shape features 
(SF) explained in Sect. 3. ODF refers to the method which 
is only based on object detection features and SSF refers to 
the method which only uses semantic segmentation features. 
Combinations of features are indicated as, e.g., SF&ODF for 
joining shape feature and object detection features.

Experimental Setup

Datasets

To evaluate the performance of the proposed method, we 
provide both qualitative and quantitative results on seven 
benchmark datasets: FT [2], ImgSal [34], ECSSD [57], 
PASCAL-S [35], MSRA-B [39], HKU-IS [37], and SOD 
[41]. The FT dataset contains 1000 images, most of which 
have one salient object. It provides the salient object ground 
truth which is provided by [60]. The ground truth in [60] 
is obtained using user-drawn rectangles around salient 
objects. The ImgSal dataset contains 235 images collected 
from the internet. It provides both fixations as well as salient 
object masks. The ECSSD dataset contains 1000 images. 
It is obtained by collecting images from the internet and 

PASCAL VOC, and the ground truth masks are labeled by 
five subjects. The PASCAL-S dataset contains 850 images 
and was built on the validation set of PASCAL VOC which 
has 20 classes of objects. MSRA-B dataset contains 5000 
images which mostly contain a single salient object. It is 
one of the most used datasets for visual saliency estimation. 
The HKU-IS dataset contains 4447 images with pixelwise 
annotation of salient objects. The SOD dataset contains 300 
images, which contain multiple salient objects per image 
either with low contrast or overlapping with the image 
boundary. In contrast to the other datasets, it often contains 
more than one salient object. All the datasets contain manu-
ally labeled ground truth.

When available, we use the predefined split into train 
and test set. On MSRA-B, there are 3000 training and 2000 
testing images. On HKU-IS, there is a training set of 3000 
images and a testing set of 1447 images. On SOD dataset, 
there are 100 images for training and 200 images for test-
ing. On the other four datasets, we use 40% for training and 
60% for testing.

Evaluation Metrics

We evaluate the performance of our method using F-measure 
and Precision-Recall curve (PR). The PR curves are com-
puted by binarizing the saliency map at different thresholds 
and comparing it to the ground truth mask. The F-measure 
is defined as :

where �2 is set to 0.3 which is commonly used in the visual 
saliency literature [31, 35]. We use the maximum F-measure 
( maxF� ), which was suggested in [42] as a good summary 
of the PR curve.

We conduct a qualitative and quantitative comparison of 
our method against the following existing methods: a con-
text aware method (GOF) [18], deep saliency (DS) [30], 
discriminative regional feature integration (DRFI) [24], 
frequency tuned saliency (FT) [2], graph-based manifold 
ranking (GBMR) [58], local and global estimation (LEGS) 
[62], hierarchical saliency (HS) [57], multiscale deep fea-
tures (MDF) [37], regional principal color-based saliency 
detection (RPC) [36], principal component analysis sali-
ency (PCAS) [45], textural distinctiveness (TD) [50], deeply 
supervised salient object (DSS) [28], deep contrast learning 
(DCL) [38], and deep hierarchical saliency (DHS) [40].

Results

We start by evaluating the additional gain obtained when 
adding object detection features (ODF) and semantic 

(5)F� =

(
1 + �2

)
⋅ precision ⋅ recall

�2 ⋅ precision + recall
,
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segmentation features (SSF). The results for the seven 
datasets are provided in Tables 2 and  3. When we look 
at the performance of ODF and SSF alone, we observe 
that semantic segmentation provides much better features 
for saliency detection than object detection. We think that 
this is caused by the fact that segmentation algorithms 
provide pixelwise results rather than bounding boxes, and 
therefore, the saliency feature computation for each object 
proposal is more accurate.

Next, we consider the absolute gain which is obtained 
by adding ODF and SSF features to our baseline method 
(indicated by SF). For both features, and on all seven 
datasets, the features provide a significant improvement. 
This clearly shows the importance of high-level semantic 
features for saliency assignment. Again the improvement 
is largest when adding features derived from semantic 
segmentation. The best results are obtained on SOD and 
PASCAL-S datasets where an absolute gain of over 11% 
is reported. For PASCAL-S, this is partially caused by the 
fact that the object detector and the semantic segmentation 
algorithm have been trained on the PASCAL VOC dataset. 
Therefore, these images always contain classes which are 
detected (or segmented) by these algorithms. Note, how-
ever, that none of the images used for training the object 
detector (or segmentation algorithm) is included in the 

PASCAL-S dataset. On the other datasets, especially on 
ImgSal, ECSSD, and HKU-IS also large improvements of 
∼7% are obtained. The absolute gain is 1.70% and 4.37% 
in MSRA-B and FT datasets, respectively.

Next, we compare our method to state-of-the-art sali-
ency detection methods. The results are provided in Fig. 5. 
Overall, we obtain state-of-the-art on three of the seven 
datasets. On the FT dataset, we clearly outperform all the 
other salient object detection methods with both object 
detection and segmentation features. Also, we obtain the 
best F-measure compared to other state-of-the-art meth-
ods. On the ImgSal dataset, we also achieve the best per-
formance on F-measure. The performance is better over a 
wide range of recalls only to be slightly outperformed for 
the highest recalls by GOF.

On the ECSSD dataset, we obtain the best results when 
considering only those which are trained on the ECSSD 
training dataset, but we are outperformed by recent end-to-
end trained networks trained on MSRA-B. Similar results 
are obtained on the PASCAL-S dataset. Only DSS and DHS 
outperform our semantic segmentation-based method. DS 
and MDF methods outperform our object detection-based 
method. On the MSRA-B dataset, we are outperformed by 
DSS and DCL methods which are recent end-to-end trained 
saliency methods but still obtain competitive results of 
91.20. Similarly, on the HKU-IS dataset we obtain com-
petitive results. Finally, on the SOD dataset we outperform 
all the other salient object detection methods  

To get better insight in which classes contribute to the 
improvement in saliency detection, we have performed an 
additional experiment using SSF. We investigate which 
semantic classes are important. We perform this analysis 
on four datasets: FT, ImgSal, ECSSD, and PASCAL-S. We 
evaluate the drop of saliency if we remove one class, the 
results are shown in Fig 6. The results show that remov-
ing both bird and person significantly deteriorates saliency 
estimates on all four datasets. Some other classes contribute 
only on some of the datasets. Examples are aeroplane, bicy-
cle, potted plant, sofa and tv-monitor which lead to a drop 
of over 0.6 when removed. Removing some classes actually 
leads in some cases to a small increase in performance, pos-
sibly caused to overfitting or noise in the semantic segmenta-
tion algorithm.

We provide a qualitative comparison in Fig. 7. We tested 
our method in several challenging cases, low contrast 
between object and background (first two rows), results of 
objects touching the image boundary are shown where our 
method successfully includes the regions that touch the bor-
der (third and fourth row). Finally, the case when multiple 
disconnected objects is investigated (last two rows).

Finally, as an indication of the computational complexity 
of the method, we have computed timings of our algorithm 
on the PASCAL-S dataset. It takes an average of 39.8s/

Table 2  F-measure of baseline (SF) and object detection feature 
(ODF), their combination and the absolute gain obtained by adding 
semantic object detection features

Dataset SF ODF SF and ODF Gain ODF

FT 84.23 57.26 85.30 1.07
ImgSal 67.19 54.76 71.30 4.11
ECSSD 77.47 64.57 79.40 1.93
Pascal-S 70.40 66.84 73.32 2.92
MSRA-B 89.50 62.75 89.90 0.40
HKU-IS 76.60 61.40 78.10 1.50
SOD 58.02 48.62 59.51 1.49

Table 3  F-measure of baseline (SF) and semantic segmentation fea-
ture (SSF), their combination and the absolute gain obtained by add-
ing semantic segmentation features

Dataset SF SSF SF and SSF Gain SSF

FT 84.23 85.84 88.60  4.37
ImgSal 67.19 73.47 74.90  7.71
ECSSD 77.47 82.21 84.60  7.13
Pascal-S 70.40 81.16 81.80 11.40
MSRA-B 89.50 91.04 91.20  1.70
HKU-IS 76.60 82.16 83.30  6.70
SOD 58.02 66.64 69.90 11.88
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image (computation based on 100 images). It should be 
noted that most of the time was spent by the MCG algo-
rithm 35.3s, the extraction of the features took 3.4s and the 
classifier 1.1s. Furthermore, this is based on an unoptimized 
Matlab implementation.

Conclusion

The importance of high-level semantic image understand-
ing on saliency estimation is known [9, 43]. However, most 
computational methods are bottom-up or only include few 
semantic classes such as faces and text [6, 23]. Therefore, we 
have evaluated the impact of recent advances in high-level 

Fig. 5  PR curves for a variety 
of methods, on several datasets: 
a FT, b ImgSal, c ECSSD, d 
Pascal-S, e MSRA-B, f HKU-
IS, and g SOD
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semantic image understanding on saliency estimation. In 
order to do that, we have derived saliency features from 
two popular algorithms: fast-RCNN for object detection 
and FCNs for semantic segmentation. We found that the 
features based on semantic segmentation obtained superior 
results, most probably due to the fact that they provide pixel-
wise labels, which lead to more accurate saliency estimation 
maps. To evaluate the derived features from object detec-
tion and semantic segmentation, we perform experiments 
on several standard benchmark datasets. We show that a 
considerable gain is obtained from the proposed features 
and we examine which semantic class boost more the task 
of saliency. We found that the classes of person and bird are 
among the most important.

Furthermore, in the evaluation on seven benchmark data-
sets we outperform state-of-the-art on three of them (FT, 
ImgSal, and SOD) and obtain competitive results on the 
other four (ECSSD, PASCAL-S, MSRA-B, and HKU-IS).

One of the limitations of the proposed approach is the 
computational time. However, the vast majority of this 
time is spent on object proposal extraction, where we use 
the MCG method. However, there is active research on 
fast object proposal methods which can reduce the cur-
rent time of 35.3s to around 0.26s [29]. For future work, 
we will evaluate the usage of these fast object proposal 
methods within our framework. For further future work, 
we are interested in extending current end-to-end networks 
for saliency with explicit modules for object detection 
and evaluate if such architectures could further improve 
state-of-the-art approaches. It would also be interesting 
to evaluate the impact of a larger set of object classes on 
saliency detection (currently, we evaluate the 20 classes 
from the PASCAL VOC challenge). Finally, in this paper 
we evaluated the impact of high-level information on sali-
ent object detection, but it would also be interesting to 

Fig. 6  Saliency drop (measured 
by the F-score) as a conse-
quence of removing a single 
semantic class on the four 
datasets. From left to right: FT, 
ImgSal, ECSSD and Pascal-S

Fig. 7  Qualitative comparison of saliency maps generated from nine state-of-the-art methods. From left to right: input image, GOF [18], HS 
[57], GBMR [58], LEGS [62], DRFI [24], MDF [37], DSS [28], DCL [38], DS [30], Ours, and ground truth
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perform a similar study for saliency maps derived from 
eye-tracking experiments.
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