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Abstract
The present study regards the numerical approximation of solutions of systems of 
Korteweg-de Vries type, coupled through their nonlinear terms. In our previous work [9], 
we constructed conservative and dissipative finite element methods for these systems and 
presented a priori error estimates for the semidiscrete schemes. In this sequel, we present a 
posteriori error estimates for the semidiscrete and fully discrete approximations introduced 
in [9]. The key tool employed to effect our analysis is the dispersive reconstruction devel-
oped by Karakashian and Makridakis [20] for related discontinuous Galerkin methods. We 
conclude by providing a set of numerical experiments designed to validate the a posteriori 
theory and explore the effectivity of the resulting error indicators.

Keywords  Finite element methods · Discontinuous Galerkin methods · Korteweg-de 
Vries equation · A posteriori error estimates · Conservation laws · Nonlinear equations · 
Dispersive equations
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1  Introduction

We consider the initial-boundary value problem (IBVP) for a coupled system of Korteweg-
de Vries (KdV) type equations, namely,

(1)
{

ut + uxxx + P(u, v)x = 0,

vt + vxxx + Q(u, v)x = 0
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with periodic boundary conditions on the interval [0, 1]. Here, the dependent variables 
u = u(x, t) and v = v(x, t) are real-valued functions and subscripts connote partial differen-
tiation. The nonlinearities are taken to be homogeneous quadratic polynomials in u and v, 
viz. P(u, v) = Au2 + Buv + Cv2 and Q(u, v) = Du2 + Euv + Fv2 for given real coefficients 
A,B,⋯ , and F.

The system (1) and other related couplings of nonlinear, dispersive equations appear in 
the literature in models for a wide variety of physical phenomena. Indeed, several asymp-
totic models developed by Majda and Biello to study the Madden-Julian Oscillation are 
relatives of the system above. These models employed coupled systems of two (see [5, 21]) 
and three equations of KdV type (see [22]) to study the nonlinear interaction of equatorial 
baroclinic and barotropic Rossby waves. In fact, in [5], Biello derived and experimentally 
studied a system that is a special case of (1). In addition, a plethora of physical models 
exist that utilize different, yet still closely related couplings of equations combining non-
linear and dispersive effects. An excellent example is the Gear-Grimshaw system used to 
study the propagation of internal waves. In [19], Hakkaev considered a system quite similar 
to (1) with dispersion of Benjamin-Bona-Mahony type. Finally, specializations of the sur-
face water wave models of Bona et al. (see [11, 12]) also feature a coupled KdV structure 
like that of the system (1).

From a mathematical perspective, the system (1) is a paradigm class for the theoretical 
study of systems combining nonlinearity and dispersion. Indeed, it has provided a testbed 
for recent work developing new theory for PDEs of this kind. See, for example, [7, 8, 13].

1.1 � Local and Global Well‑Posedness

We review a few results crucial to the theory developed herein. We highlight results regard-
ing local and global well-posedness of IBVPs for the system (1). In this discussion, we 
introduce several important invariants of the system (1), one of which plays a key role 
in the analysis that follows. For a more in-depth discussion of these matters, we refer the 
reader to our previous work [9, Section 1.1].

The pure initial-value problem for these systems was studied in [3] and [13]. Indeed, the 
system (1) is always locally well posed in the L2(ℝ)-based Sobolev spaces Hs(ℝ) × Hs(ℝ) 
given s > −

3

4
. This result follows the general lines of development available already for the 

single Korteweg-de Vries equation

(see [13, 18]). It was also shown that for solutions of the system (1) corresponding to s ⩾ 0 
the integral

is independent of time. The constants a, b, and c comprise any nontrivial solution of the 
system

of two linear equations in three unknowns. If s ⩾ 1 , the integral

(2)ut + uxxx + uux = 0

(3)�(u, v) = ∫
ℝ

(
au2 + buv + cv2

)
dx

(4)
{

2Ba + (E − 2A)b − 4Dc = 0

4Ca + (2F − B)b − 2Ec = 0,
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with

is also time-independent for u, v that solve the system (1). Here, the real constants �, �, � , 
and � depend upon the original coefficients, A,B,⋯ ,F . For their explicit form, see [7, 
Equation (2.6)].

When the quadratic form � (x, y) = ax2 + bxy + cy2 is positive-definite, which is to say, 
4ac − b2 > 0, these invariants allow the local theory to be extended to global well-posed-
ness if s ⩾ 0 . Via an additional energy-type argument as in [18] and an observation from 
[7], this result can be improved so that (1) is globally well posed for arbitrarily sized data in 
Hs(ℝ) × Hs(ℝ) for any s > −

3

4
 if 4ac − b2 ⩾ 0.

However, for the system (1), the well-posedness in Hs(� ) , meaning the periodic IBVP, 
is not as well-studied. Yet, an argument like that of Bona and Smith [14] taken with the a 
priori H1(� )-bound provided by the invariants (3) and (5) when 4ac − b2 > 0 indeed yields 
global well-posedness for s ⩾ 1 . While this result is ripe for improvement, global well-pos-
edness in Hs(� ) × Hs(� ) for s ⩾ 1 suffices for the error estimates of the present essay.

1.2 � Background for the A Posteriori Analysis

Due to their wide-ranging use in application and theory, the efficient and accurate numeri-
cal approximation of nonlinear, dispersive systems is of great interest. In [9] we introduced 
conservative and dissipative finite element schemes for the IBVP above and provided a 
priori error estimates for the semidiscrete approximations. In this work, we develop error 
estimates for the semidiscrete and fully discrete schemes from an a posteriori perspective. 
Indeed, our principal result bounds the L2-norm of the error, i.e., the difference at a particu-
lar moment in time between the solution of the IBVP and the fully discrete approximation 
thereof, by a computable quantity.

In extending the a priori estimates of [9] this work finds inspiration in the work 
of Karakashian and Makridakis [20], which developed a posteriori error estimates for 
semidiscrete and fully discrete discontinuous Galerkin (DG) schemes for the single 
generalized Korteweg-de Vries (GKdV) equation. As in [20] the fundamental para-
digm that is employed consists of constructing a computable quantity that has suffi-
cient regularity (is twice continuously differentiable in space) to satisfy the system (1) 
pointwise but with a computable forcing term. Thus, a priori error estimation tech-
niques can be used to bound the error by a computable quantity. Furthermore, we are 
not limited to using test functions that are in the finite element spaces. The critical tool 
to effect our analysis is the dispersive reconstruction operator R introduced in [20]. 
Given a discontinuous piecewise polynomial function wh of degree q ⩾ 2 , the disper-
sive reconstruction Rwh of wh is a piecewise polynomial of degree q + 3 that is twice 
continuously differentiable. Another characteristic feature of our approach is that in 
addition to the (base) time-stepping scheme generating the fully discrete approxima-
tions, a second, auxiliary, scheme is used in a way that is reminiscent of adaptive codes 
for systems of ordinary differential equations (e.g., the well-known Runge-Kutta-
Fehlberg scheme) that have been in use for decades now. While this introduces a small 

(5)�(u, v) = ∫
ℝ

(
au2

x
+ buxvx + cv2

x
− R(u, v)

)
dx

(6)R(u, v) =
�

3
u3 + �u2v + �uv2 +

�

3
v3
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amount of inefficiency, we must add that the approach herein is distinguished by being 
supported by rigorous error estimates. As mentioned above, our results extend those 
of [9] to the a posteriori domain. They also extend and improve upon those of [20]. 
For one, they apply to the single KdV equation since the latter can be viewed as a 
special case of the system. Furthermore, in [20] we had used the implicit Euler and 
midpoint timestepping schemes for the base and auxiliary schemes, respectively. Here, 
the roles of these two schemes are reversed leading to the following three improve-
ments. The fully discrete schemes are second order in time and thus, more accurate, 
the fully discrete reconstruction is continuous in time requiring one fewer error indi-
cator. More significantly, due to the special nature of the midpoint scheme, the fully 
discrete approximations are conservative in both space and time (in a sense that will 
be described in full below). Finally, in the spirit of full disclosure, we must admit 
that, technically speaking, our approach can be described more as a non-conforming 
one rather than DG since the piecewise polynomial approximations are continuous in 
space. However, it must be also said that we use the full machinery of DG and also this 
choice was dictated by a desire for simplifying the technicalities, which are already 
formidable.

Remark 1  We mentioned above that the global well-posedness of the IBVP (1) had been 
established under the assumption that the quadratic form � (x, y) = ax2 + bxy + cy2 was 
positive-definite or equivalently that 4ac − b2 was positive. It should, therefore, not be sur-
prising that the a priori results of [9] were established using the same assumption. The 
same is true of the results of this paper. Indeed, we shall operate under the slightly stronger 
assumption that there exists a constant 𝛼 > 0 such that 4ac − b2 ⩾ 𝛼 > 0 . This implies the 
existence of a positive constant �a,b,c such that

This paper is organized as follows. In Sect.  2, we provide essential preliminaries 
and a summary of key results from [9] upon which this work is based. In Sect. 3, we 
quote the definition of the (spatial) dispersive reconstruction operator R and summa-
rize the results from [20] that will be useful in the analysis. In Sect.  4, we develop 
a posteriori error estimates for the semidiscrete formulation introduced in Sect.  3 of 
[9]. In Sect. 5, we develop a posteriori error estimates for the fully discrete schemes 
from [9] that rely on the single-stage implicit Runge-Kutta method of Gauss-Legendre 
type (midpoint rule; henceforth, RK1) for their temporal discretization. In Sect. 6, we 
provide numerical experiments that illustrate the behavior of the various indicators. 
In particular, we provide evidence that the upper bounds supplied by the a posteriori 
error estimates appear to converge to zero, as a function of the temporal discretization 
parameter, at the same quadratic rate of the underlying temporal discretization method, 
RK1. We also provide evidence that the upper bounds supplied by the a posteriori error 
estimates appear to converge to zero for polynomial degree q > 2 , albeit suboptimally. 
The suboptimality is to be expected due to the nonlinearities and the dispersive opera-
tors that arise in the estimators. We also study the effectiveness of the estimators for a 
wide variety of temporal and spatial discretization parameters, investigating how this 
spatial suboptimality can impact practical use of these estimators. Finally, we provide 
heuristic factors to correct this suboptimality, yielding heuristic estimators with O(1) 
effectivity indices for all polynomial degrees q ⩾ 2.

(7)�a,b,c ∫
1

0

(�2 + �2)dx ⩽ ∫
1

0

�(�,�)dx.
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2 � Preliminaries

2.1 � The Meshes

Let Th denote a partition of the real interval [0, 1] of the form 0 = x0 < x1 < ⋯ < xM = 1 . 
We will also say that Th is a mesh on [0, 1]. The points xm are called nodes while the inter-
vals Im = [xm, xm+1] will be referred to as cells. The subscript h will connote the maximum 
length of the cells Im , m = 0, 1,⋯ ,M − 1 . The notation x−

m
= x+

m
= xm will be useful in tak-

ing account, respectively, of left- and right-hand limits of discontinuous functions. The 
caveat followed throughout is that x−

0
= x−

M
 and x+

M
= x+

0
 corresponding to the underlying 

spatial periodicity of the solutions being approximated.

2.2 � The Function Spaces

For a real interval I = [a1, a2] , the Sobolev spaces Ws,p = Ws,p(I) , equipped with their 
usual norms will appear frequently. When p = 2 , we also use Hs = Hs(I) to denote Ws,2(I) . 
An unadorned norm ‖ ⋅ ‖ will always indicate the L2(0, 1)-norm. Use will also be made of 
the so-called broken Sobolev spaces Ws,p(Th) that are defined as the finite Cartesian prod-
ucts 

∏
I∈Th

Ws,p(I) . Note that when sp > 1 , the elements of Ws,p(Th) are uniformly con-
tinuous when restricted to a given cell but may be discontinuous across nodes. For the 
purpose of indicating these potential discontinuities, the following notation is used: for 
v ∈ Hk(Th) = Wk,2(Th) with k ⩾ 1 , let v+

m
 and v−

m
 denote the right-hand and left-hand limits, 

respectively, of v at the node xm . The jump [v]m of v at xm is v+
m
− v−

m
 , whereas the average 

{v}m of v at xm is 1
2
(v+

m
+ v−

m
) . These are standard notations in the context of DG-methods. 

In all cases, the definitions are meant to adhere to the convention that v−
0
= v−

M
 and v+

M
= v+

0
 , 

which is tantamount to identifying x0 and xM.
For integer m ⩾ 0 , Cm([0, 1]) is the space of functions that are, together with classical 

derivatives of order up to m, continuous on [0, 1]. The periodic versions of these spaces, 
namely,

will also arise. For m ⩾ 1 , set Hm
per
(Th) = C0

per
([0, 1]) ∩ Hm(Th).

The following, basic embedding inequality (see [2]) will find frequent use. For a mesh 
Th , v ∈ H1(Th) and any cell I ∈ Th , there is a constant c that is independent of the cell I 
such that

where hI is the length of I. Indeed, the dependence of (8) on the value of hI is easily ascer-
tained by a simple scaling argument. Note that (8) may also be viewed as a trace inequality.

2.3 � The Finite Element Spaces

The spatial approximations will be sought in the space of continuous and periodic piece-
wise polynomial functions Vq

h
 subordinate to the mesh Th , viz.,

Cm
per
([0, 1]) =

{
v ∈ Cm([0, 1]) ∶ v(j)(0) = v(j)(1), j = 0, 1,⋯ ,m

}

(8)‖v‖L∞(I) ⩽ c
�
h
−1∕2

I
‖v‖L2(I) + h

1∕2

I
‖vx‖L2(I)

�
,
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where Pq is the space of polynomials of degree q. The spaces Vq

h
 are subspaces of Hm

per
(Th) 

for any m ⩾ 1 and have well known, local approximation and inverse properties that are 
spelled out here for convenience (cf. [15]). Let q ⩾ 2 be fixed and let i, j be such that 
0 ⩽ j ⩽ i ⩽ q + 1 . Then, for any cell I and any function v in Wj,p(I) , there exists a function 
� ∈ Pq(I) such that

where |v|Wj,p(I) denotes the seminorm of order j on the Sobolev space Wj,p(I) and the con-
stant c is independent of hI . The equally well known inverse inequalities

for all � ∈ Pq(I) (see, again, [15]) will also find frequent use. By Vq,DG

h
 , we denote the 

space of discontinuous piecewise polynomials subordinate to the mesh Th , i.e.,

2.4 � The Weak Formulation

In this section, we present the weak formulations that form the basis for the semidiscrete 
and fully discrete methods developed in [9]. We begin by recalling the weak formulations 
developed for the nonlinear terms in (1), each of which are of the form (uv)x . Keeping in 
mind that we will be working with continuous periodic functions, it is natural to define the 
form N  via integration by parts, viz.,

where (⋅, ⋅)I denotes the inner product in L2 over the cell I. The form N  is actually a tri-
linear form and is well defined since H1(Th) is a Banach Algebra. This trilinear form is 
also obviously symmetric in its first two arguments. By virtue of the Riesz Representation 
Theorem, this form defines the associated nonlinear operator N ∶ H1(Th) × H1(Th) → V

q

h
 

whose L2([0, 1])-inner product with any � ∈ V
q

h
 is

We recall the pertinent properties of N  by quoting the following lemma [9, Lemma 1].

Lemma 1 

	 (i)	 The nonlinear form N  defined by (11) is consistent in the sense that 

V
q

h
=
{
v ∈ C0

per
([0, 1]) ∶ v||Im ∈ Pq(Im), m = 0, 1,⋯ ,M − 1

}
,

(9)|v − �|Wj,p(I) ⩽ ch
i−j

I
|v|Wi,p(I), p = 2,∞,

(10)|�|Wj,p(I) ⩽ ch

1

p
−

1

2
−j

I
|�|I , 0 ⩽ j ⩽ q + 1, p = 2,∞

V
q,DG

h
= {v ∶ v|I ∈ Pq(I), I ∈ Th}.

(11)N(u, v;�) = −
∑
I∈Th

(uv,�x)I , u, v,� ∈ H1(Th),

(12)(N(u, v),�) = −
∑
I∈Th

(uv,�x)I .

(13)N(u, v;�) =
(
(uv)x,�

)
, u, v,� ∈ H1

per
(Th).
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	 (ii)	 For u, v ∈ H1
per
(Th) , 

A simple but important consequence of periodicity is that the integral ∫ 1

0
(u2)xu dx vanishes 

for u ∈ C1
per
([0, 1]) . We quote a direct consequence [9, Corollary 1] of the above lemma, in 

which we see that the form N  preserves this property on H1
per
(Th) and in particular on Vq

h
.

Corollary 1  The form N  is conservative in the sense that

We now consider development of a bilinear form for the dispersive (third derivative) terms. 
It is similar in spirit to the form D introduced in [10] with the difference being that the prevail-
ing spaces are globally continuous. For u,� ∈ H2(Th) , define D by

The next lemma [9, Lemma 2] delineates properties of D that justify the particular form 
chosen in (16).

Lemma 2 

	 (i)	 The bilinear form D  defined by (16) is consistent in the sense that 

	 (ii)	 The form D  is skew-adjoint so that 

It is also convenient to define the operator counterpart D ∶ H2(Th) → V
q

h
 of the bilinear 

form D(⋅, ⋅) via the requirement

The dissipative version

of the bilinear form D may also be used to represent the third derivative terms. The follow-
ing lemma [9, Lemma 3] summarizes the properties of D̃ that are the counterparts of those 
of D shown in Lemmas 1 and 2.

(14)N(u, v;v) =
1

2

∑
I∈Th

(v2, ux)I .

(15)N(u, u;u) = 0, u ∈ H1
per
(Th).

(16)D(u,�) =
∑
I∈Th

(ux,�xx)I +

M−1∑
m=0

{ux}m[�x]m.

(17)D(u,�) = (uxxx,�), u ∈ H3(Th) ∩ C2
per
([0, 1]), � ∈ Hper(Th).

(18)D(v, v) = 0, ∀v ∈ H2(Th).

(Du,�) = D(u,�), ∀� ∈ V
q

h
.

(19)D̃(u,𝜒) =
∑
I∈Th

(ux,𝜒xx)I +

M−1∑
m=0

ux(x
+
m
)[𝜒x]m
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Lemma 3 

	 (i)	 The bilinear form D̃  defined in (19) is consistent in the sense that 

	 (ii)	 The form D̃  is dissipative, which is to say, 

We introduce the dispersive operators developed for the DG method of [10, 20], as they 
will be used in the definition of the dispersive reconstruction in the next section. The oper-
ators DDG ∶ H3(Th) → V

q,DG

h
 and D̃DG

∶ H3(Th) → V
q,DG

h
 are defined in [10, 20] in a simi-

lar way to the operators D and D̃ so that for any � ∈ V
q,DG

h
,

and

Note that since Vq

h
⊂ V

q,DG

h
 , the operators D (similarly, D̃ ) and DDG (similarly, D̃DG ) coin-

cide on Vq

h
 . In addition, while the consistency and skew-adjointness properties listed in 

Lemma 2 for D hold for DDG , they also hold given the more relaxed condition that 
� ∈ H3(Th) (see [10, 20, Lemma 2.2]). Similarly, consistency and dissipation results anal-
ogous to those shown for D̃ in Lemma 3 also hold for D̃DG with the relaxed condition that 
� ∈ H3(Th).

We quote the following bound [20, Lemma 2.3], which is useful in understanding the 
error estimators that feature the operator D.

Lemma 4  Let u ∈ H3(Th) . For each cell I = [xm, xm+1] , j = 0,⋯ ,M − 1 , the following 
local bound holds:

(20)D̃(u,𝜒) = (uxxx,𝜒), u ∈ H3(Th) ∩ C2
per
([0, 1]), 𝜒 ∈ H2

per
(Th).

(21)D̃(v, v) =
1

2

M−1∑
m=0

[vx]
2
m
, v ∈ H2(Th).

(22)

(DDGu,�) = −
∑
I∈Th

(u,�xxx)I −

M−1∑
j=0

uxx(x
+
j
)[�]j +

M−1∑
j=0

{ux}j[�x]j −

M−1∑
j=0

u(x−
j
)[�xx]j

(23)

(D̃
DG

u,𝜒) = −
∑
I∈Th

(u,𝜒xxx)I −

M−1∑
j=0

uxx(x
+
j
)[𝜒]j +

M−1∑
j=0

ux(x
+
j
)[𝜒x]j −

M−1∑
j=0

u(x−
j
)[𝜒xx]j.

(24)‖DDGu‖2
I
⩽ c

�‖uxxx‖2I + h−5
m
[u]2

m
+ h−3

m
[ux]

2
m
+ h−1

m
[uxx]

2
m+1

�
.
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3 � The Dispersive Reconstruction Operator

The main tool used to develop the a posteriori error estimates is a (spatial) dispersive 
reconstruction operator R corresponding to the third order differential operators in (1) as 
well as to the discrete variant D defined above. We highlight the considerations that moti-
vated the definition of the dispersive reconstruction operator in [20, Section 3]. 

	 (i)	 For u ∈ H3(Th) , the dispersive reconstruction Ru should be (efficiently) computable. 
Indeed, it was shown in [20] that Ru can be computed locally on each cell.

	 (ii)	 Ru should be globally smooth so that (Ru)xxx belongs to L2(0, 1) . This will allow 
the reconstruction of the approximations uh, vh to satisfy the original system in the 
strong sense, up to a computable forcing term.

	 (iii)	 Finally, it is useful for a reconstruction operator to be a right inverse of the corre-
sponding dispersive projection (see [9, (2.15)] and [20, (20)]). For details, we refer 
the reader to [20].

We now quote the definition of the dispersive reconstruction of Karakashian and 
Makridakis [20, Theorem 3.1].

Theorem  1  For each u ∈ H3(Th) , there corresponds a unique � ∶= Ru ∈ C
2([0, 1])

∩V
q+3,DG

h
 such that for each cell I = [xm, xm+1] , m = 0,⋯ ,M − 1 in Th there holds

Karakashian and Makridakis showed several approximation results for this recon-
struction that will prove useful in the development below. Consequently, we quote these 
results here [20, Theorem 3.2 and Remark 3.2].

Theorem 2  (Approximation properties of R ) 

	 (i)	 Suppose that u ∈ C2([0, 1]) ∩ Hq+4(Th) . For each I ∈ Th , 

	 (ii)	 Suppose u ∈ Hq+4(Th) . For j = 0, 1,⋯ , 3 and I = [xm, xm+1] ∈ Th , 

(25)

⎧⎪⎨⎪⎩

(�xxx,�)I = (DDGu,�), for all� ∈ V
q,DG

h
(I),

�(x+
m
) = u(x−

m
),

�x(x
+
m
) = {ux}m,

�xx(x
+
m
) = uxx(x

+
m
).

(26)|u −Ru|j,I ⩽ ch
q+4−j

I
|u|q+4,I , j = 0, 1,⋯ , q + 4.

(27)

|u −Ru|j,I ⩽ c

(
h
q+4−j

I
|u|q+4,I + h

1

2
−j

m |[u]m| + h
3

2
−j

m

(|[ux]m| + |[ux]m+1|
)
+ h

5

2
−j

m |[uxx]m+1|
)
.
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Indeed, if wh ∈ V
q,DG

h
 is an O(h�) approximation to a smooth function w in the sense that

the Hj(I) seminorm of the reconstruction error is bounded as follows:

4 � A Posteriori Error Estimates for the Semidiscrete Approximations

We now construct a posteriori error estimates for the semidiscrete approximations. For 
brevity, we present the argument for the conservative semidiscrete scheme of [9]. Nearly 
identical arguments effect a posteriori error estimates for the dissipative scheme of [9]. We 
relegate the discussion of this matter to Sect. 6.

In our previous work [9, (3.1)], we defined the (conservative) semidiscrete approxima-
tion to the solution (u, v) of the IBVP for (1) as the solutions uh, vh in Vq

h
× [0, T] of the 

system of coupled operator equations

where A  denotes the matrix 
[
A B C

D E F

]
 . The initial data u0

h
, v0

h
∈ V

q

h
 are any suitable (i.e., at 

least O(hq) ) approximation of the initial data u0, v0 for the IBVP (see [9, (Theorem 3.2)]). 
Indeed, the L2 projection into Vq

h
 or the Lagrange interpolant more than satisfy this 

condition.
We observe that the existence and uniqueness of the approximations uh, vh were estab-

lished under the assumption that the quadratic form �  is positive definite; in particular that 
(7) holds. The same condition was used to establish the a priori error estimate

where (for the conservative scheme) � = q − 1 in general and � = q if the underlying mesh 
Th is uniform. We note that, for the dissipative scheme, the result holds for � = q with no 
additional mesh conditions necessary.

The following lemma (which is but a smooth analog of Lemma 5 of [9]) is useful to the 
a posteriori analysis to come.

Lemma 5  Let (a, b, c) be a nontrivial solution of the system (4). If u, v ∈ C1
per
([0, 1]) , the 

following identity holds:

Proof  Since the nonlinear form N(⋅ , ⋅ ; ⋅) is consistent for arguments in H1
per
(Th) and u, v 

are in C1
per
([0, 1]) ⊂ H1

per
(Th) , the result follows from the proof of Lemma 5 of [9].

‖w − wh‖I + hI‖(w − wh)x‖ ⩽ ch
q+1

I
, ∀I ∈ Th,

(28)|wh −Rwh|j,I ⩽ ch�−j.

(29)
�
uht
vht

�
+A

⎡⎢⎢⎣

N(uh, uh)

N(uh, vh)

N(vh, vh)

⎤⎥⎥⎦
+

�
Duh
Dvh

�
=

�
0

0

�
,

‖(u − uh)(t)‖ + ‖(v − vh)(t)‖ ⩽ ch�, 0 ⩽ t ⩽ T ,

(30)I(u, v) ∶= ∫
1

0

[2au + bv bu + 2cv] A

⎡⎢⎢⎣

(u2)x
(uv)x
(v2)x

⎤⎥⎥⎦
dx = 0.
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The next result provides a posteriori error control of u − uh and v − vh in terms of 
reconstruction errors uh −Ruh and vh −Rvh . It is crucial to note that Ruh and Rvh can be 
explicitly constructed from uh, vh , so that each term in the right-hand side of inequality (31) 
of Theorem 3 is computable. This, of course, assumes that uh, vh have been computed via 
some means, e.g., the Method of Lines.

Theorem  3  Let uh, vh ∶ [0,T] → V
q

h
× V

q

h
 be the solutions of the scheme (29) and let 

Ruh,Rvh denote the respective dispersive reconstructions of uh, vh as defined in Theo-
rem 1. Assume also that (7) holds. Then, for any t ⩾ 0,

 where the constant C in eCt depends on �a,b,c as well as the W1,∞-semi-norms of the recon-
structions Ruh and Rvh . The computable quantities �recon , �initial , �time , and �nonlin are given 
by

Proof  Recall that Ruh,Rvh belong to C2([0, 1]) ∩ V
q+3

h
 and that (Ruh)xxx = Duh and 

(Rvh)xxx = Dvh in the strong sense. Therefore, from the semidiscrete system in (29), we 
have

Letting e(u) = u −Ruh , e(v) = v −Rvh , r(u) = uh −Ruh , and r(v) = vh −Rvh , where u, v 
form a solution to the IBVP for (1), we get

For convenience, we write this system as Qt + Q1 + Q2 = Q3 + Q4.
Multiply this system from the left by the vector Q̃(t) = [2ae(u) + be(v) be(u) + 2ce(v)] 

and integrate over [0, 1] to obtain

(31)

‖(u − uh)(t)‖ + ‖(v − vh)(t)‖ ≲
√
2 𝜂recon(t) +

c

𝜎a,b,c
eCt

�
𝜂initial(0) + ∫

t

0

�
𝜂time(s) + 𝜂nonlin(s)

�
ds

� 1

2

,

(32)�recon(t) ∶= ‖(uh −Ruh)(t)‖ + ‖(vh −Rvh)(t)‖,

(33)�initial(0) ∶= �
(
u(0) −Ruh(0), v(0) −Rvh(0)

)
,

(34)�time(t) ∶= ‖(uh −Ruh)t(t)‖2 + ‖(vh −Rvh)t(t)‖2, and

(35)

�nonlin(t) ∶ =
‖‖‖A

(
N(uh, uh) − (Ru2

h
)x
)‖‖‖

2

+
‖‖‖D

(
N(uh, uh) − (Ru2

h
)x
)‖‖‖

2

+
‖‖‖B

(
N(uh, vh) − (RuhRvh)x

)‖‖‖
2

+
‖‖‖E

(
N(uh, vh) − (RuhRvh)x

)‖‖‖
2

+
‖‖‖C

(
N(vh, vh) − (Rv2

h
)x
)‖‖‖

2

+
‖‖‖F

(
N(vh, vh) − (Rv2

h
)x
)‖‖‖

2

.

(36)
�
uht
vht

�
+A

⎡
⎢⎢⎣

N(uh, uh)

N(uh, vh)

N(vh, vh)

⎤⎥⎥⎦
+

�
(Ruh)xxx
(Rvh)xxx

�
=

�
0

0

�
.

(37)

�
e
(u)
t

e
(v)
t

�
+A

⎡⎢⎢⎣

(u2)x − (Ru2
h
)x

(uv)x − (RuhRvh)x
(v2)x − (Rv2

h
)x

⎤⎥⎥⎦
+

�
e(u)
xxx

e(v)
xxx

�
=

�
r
(u)
t

r
(v)
t

�
+A

⎡⎢⎢⎣

N(uh, uh) − (Ru2
h
)x

N(uh, vh) − (RuhRvh)x
N(vh, vh) − (Rv2

h
)x

⎤⎥⎥⎦
.
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Computing the first term, we see that

Noting that

and

allows the conclusion

Invoking Lemma 5, I(e(u), e(v)) = 0 . Let Q1,1 denote the first four of the last eight terms 
in (40). Integrating each term by parts (or by application of (14), as each function here is 
smooth and periodic and the form N(⋅ , ⋅ ; ⋅) is consistent), we obtain

In view of (7) it follows from the above that

Here, the constant cRuh,Rvh ,A
 depends on the constants in the expression for Q1,1 and 

|Ruh|W1,∞([0,1]) and |Rvh|W1,∞([0,1]) . We denote the next two terms of (40) by Q1,2 . From the 
definition of (a, b, c) given in (4), we know that 2Ba + Eb = 2Ab + 4Dc . Hence, integrat-
ing each term by parts reveals that

As a result and using (7) again, we obtain

(38)∫
1

0

Q̃Qt dx + ∫
1

0

Q̃Q1 dx + ∫
1

0

Q̃Q2 dx = ∫
1

0

Q̃Q3 dx + ∫
1

0

Q̃Q4 dx.

(39)∫
1

0

Q̃Qt dx =
d

dt
𝛺(e(u), e(v)).

u2 −Ru2
h
=(e(u))2 + 2Ruhe

(u),

uv −RuhRvh =e
(u)e(v) +Rvhe

(u) +Ruhe
(v),

v2 −Rv2
h
= (e(v))2 + 2Rvhe

(v)

(40)

∫
1

0

Q̃Q1 dx = I(e(u), e(v))

+ (4Aa + 2Db)
(
(Ruhe

(u))x, e
(u)
)
+ (2Ba + Eb)

(
(Rvhe

(u))x, e
(u)
)

+ (Bb + 2Ec)
(
(Ruhe

(v))x, e
(v)
)
+ (2Cb + 4Fc)

(
(Rvhe

(v))x, e
(v)
)

+ (2Ba + Eb)
(
(Ruhe

(v))x, e
(u)
)
+ (2Ab + 4Dc)

(
(Ruhe

(u))x, e
(v)
)

+ (4Ca + 2Fb)
(
(Rvhe

(v))x, e
(u)
)
+ (Bb + 2Ec)

(
(Rvhe

(u))x, e
(v)
)
.

Q1,1 = (2Aa + Db)
((

e(u)
)2
,
(
Ruh

)
x

)
+ (Ba + Eb∕2)

((
e(u)

)2
,
(
Rvh

)
x

)

+ (Bb∕2 + Ec)
((

e(v)
)2
,
(
Ruh

)
x

)
+ (Cb + 2Fc)

((
e(v)

)2
,
(
Rvh

)
x

)
.

(41)��Q1,1
�� ⩽ cRuh,Rvh ,A

�‖e(u)‖2 + ‖e(v)‖2� ⩽ cRuh,Rvh,A

�a,b,c
�(e(u), e(v)).

Q1,2 = −(2Ba + Eb)
((
Ruhe

(v),
(
e(u)

)
x

)
+
(
Ruhe

(u),
(
e(v)

)
x

))

= (2Ba + Eb)
(
(Ruh)x, e

(u)e(v)
)
.
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where CRuh,A
 depends on |Ruh|W1,∞([0,1]) and the constant 2Ba + Eb . We denote the final 

two terms of (40) by Q1,3 . The fact 4Ca + 2Fb = Bb + 2Ec allows a nearly identical argu-
ment to that conducted for Q1,2 yielding the bound

Combining the bounds (41), (42), and (43) shows that

where CRuh,Rvh ,A
 is the sum of the constants in (41), (42), and (43).

Next, note that for sufficiently smooth �,� periodic on [0, 1] it is the case that 
(�xxx,�) = −(�xxx,�). Consequently,

It remains to compute the terms on the right side of (38). Note that

As a result,

where the constant CA,�a,b,c
 depends on A  and �a,b,c from the positive definiteness condition. 

It remains to bound ∫ 1

0
Q̃Q4 . Let n0 = N(uh, uh) − (Ru2

h
)x , n1 = N(uh, vh) − (RuhRvh)x , 

and n2 = N(vh, vh) − (Rv2
h
)x . Note that

so that

(42)

��Q1,2
�� ⩽

cRuh,A

2

�‖e(u)‖2 + ‖e(v)‖2�

⩽
cRuh,A

2�a,b,c
�(e(u), e(v)),

(43)||Q1,3
|| ⩽

cRvh,A

2�a,b,c
�(e(u), e(v)).

(44)∫
1

0

Q̃Q1dx ⩽ CRuh,Rvh,A,𝜎a,b,c
𝛺(e(u), e(v)),

(45)∫
1

0

Q̃Q2 dx = 2a
(
e(u)
xxx
, e(u)

)
+ b

((
e(u)
xxx
, e(v)

)
+
(
e(v)
xxx
, e(u)

))
+ 2c

(
e(v)
xxx
, e(v)

)
= 0.

∫
1

0

Q̃Q3 dx = 2a(r
(u)
t , e(u)) + b

(
(r

(u)
t , e(v)) + (r

(v)
t , e(u))

)
+ 2c(r

(v)
t , e(v)).

(46)
�����∫

1

0

Q̃Q3 dx
�����
⩽ CA,𝜎a,b,c

�
‖r(u)t ‖2 + ‖r(u)t ‖2 +𝛺(e(u), e(v))

�
,

∫
1

0

Q̃Q4 dx = ∫
1

0

[2ae(u) + be(v) be(u) + 2ce(v)]

[
An0 + Bn1 + Cn2
Dn0 + En1 + Fn2

]
dx

= 2a(An0 + Bn1 + Cn2, e
(u)) + b(An0 + Bn1 + Cn2, e

(v))

+ b(Dn0 + En1 + Fn2, e
(u)) + 2c(Dn0 + En1 + Fn2, e

(v)),

(47)

∫
1

0

Q̃Q4 dx ⩽ CA

�‖An0 + Bn1 + Cn2‖2 + ‖Dn0 + En1 + Fn2‖2+‖e(u)‖2 + ‖e(v)‖2�

⩽ CA

�‖An0 + Bn1 + Cn2‖2 + ‖Dn0 + En1 + Fn2‖2 +𝛺(e(u), e(v))
�

⩽ CA

�‖An0‖2 + ‖Bn1‖2 + ‖Cn2‖2 + ‖Dn0‖2 + ‖En1‖2 + ‖Fn2‖2+𝛺(e(u), e(v))
�
.
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Combining (39), (44), (45), (46), and (47), shows that

This is a first-order, linear differential inequality in t. Integrating it yields

Note that �
(
e(u)(0), e(v)(0)

)
 is computable. Furthermore, given that u − u

h
= e

(u) − r
(u),

v − v
h
= e

(v) − r
(v) , application of the triangle inequality to (49) completes the proof.

Remark 2  The dependence of the constant C in (3) on the W1,∞-semi-norms of the recon-
structions Ruh and Rvh is due to the nonlinear terms in the IBVP. Such dependences seem 
to be unavoidable for nonlinear problems. Nevertheless, C can be computed if such a need 
arises.

5 � A Posteriori Error Estimates for the Fully Discrete Schemes

To develop a posteriori error estimates for the fully discrete scheme, we adopt the same 
general approach as that used by Karakashian and Makridakis [20] for the single GKdV 
equation in that we form a pair of two time-stepping schemes. The first, or main scheme is 
used to generate the fully discrete approximations and the second is used at each timestep 
to develop an estimation. Indeed, the goal is to use these two schemes to construct a vector-
valued function with components that are spatially smooth, temporally continuous, and sat-
isfy the system (1) in the strong sense up to a computable forcing term.

The analysis presented here has several advantages over the work of [20] even for the 
single GKdV equation. 

i)	 The analysis is simpler mainly due to the fact that the space-time reconstructions of uh 
and vh are continuous in time, as opposed to discontinuous across the temporal nodes. 
In particular, and as a consequence, the number of resulting error indicators (estimators) 
is reduced to three. For the setup presented in [20] an additional fourth indicator arose 
as a result of the discontinuous nature of the space-time reconstruction used there.

ii)	 In [20] the implicit Euler scheme was used to produce the actual fully discrete approxi-
mations whereas the midpoint rule played an auxiliary role to produce the a posteriori 
error estimation. Here, the main scheme is the midpoint rule, which, in addition to being 
more accurate (second order in time versus first order) is conservative in time in the 
sense that ‖un+1

h
‖ = ‖un

h
‖ and ‖vn+1

h
‖ = ‖vn

h
‖ for all n.

5.1 � The Fully Discrete Schemes

Let 0 = t0 < t1 < ⋯ < tN = T  be a partition of the temporal interval [0, T] and 
�n = tn+1 − tn for n = 0, 1,⋯ ,N − 1 . Herein, we generate the fully discrete approxima-
tions un

M
, vn

M
 to u(⋅, tn), v(⋅, tn) using the midpoint rule, which can be viewed as the one-

stage implicit Runge-Kutta method of Gauss-Legendre type (RK1). The identification is 

(48)
d

dt
�(e(u), e(v)) ⩽ C

(
�(e(u), e(v)) + �time(t) + �nonlin(t)

)
.

(49)�
(
e(u)(t), e(v)(t)

)
⩽ eCt

(
�
(
e(u)(0), e(v)(0)

)
+ ∫

t

0

�time(s)ds + ∫
t

0

�nonlin(s)ds

)
.
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significant in the sense that the conservative and dissipative fully discrete approximations 
can be constructed for the entire family of s-stage Runge-Kutta methods of Gauss-Leg-
endre type, which are of high order (2s) and are conservative (see [9]).

For the midpoint rule the approximations un+1
M

, vn+1
M

 are given by

where the values un,1
M

 and vn,1
M

 are given by un,1
M

= (un
M
+ un+1

M
)∕2 and vn,1

M
= (vn

M
+ vn+1

M
)∕2 . 

The initial conditions u0
M

 and v0
M

 are defined via u0
M
∶= uh(0) and v0

M
∶= vh(0).

At each timestep tn , we employ a step of the implicit Euler method to supply an estimation 
for the error generated by the RK1 method. These values un+1

E
 and vn+1

E
 , obtained from a single 

application of implicit Euler at timestep tn , are given via

We stress that, at each timestep tn , the initial values for the implicit Euler scheme are the 
approximations un

M
, vn

M
 at tn as generated by the RK1 method.

The well-definedness of these schemes can be shown via a variant of Brouwer’s fixed 
point theorem in a manner similar to [4]. Further, the uniqueness and convergence can also be 
shown under appropriate CFL conditions.

5.2 � The Fully Discrete Reconstruction

The semidiscrete reconstructions Ruh and Rvh are not of use in this context for the simple 
reason that uh, vh are not computable, as they are merely semidiscrete. What is needed here 
are space-time reconstructions that are computable in terms of the fully discrete approxi-
mations un

M
, vn

M
 as well as the auxiliary quantities un

E
, vn

E
 . These are defined as the functions 

û, v̂ ∶ [0, T] → C2([0, 1]) ∩ V
q+3

h
 given on each interval In = [tn, tn+1] by

and

where

(50)

⎡
⎢⎢⎢⎢⎣

un+1
M

− un
M

�n
vn+1
M

− vn
M

�n

⎤
⎥⎥⎥⎥⎦
+A

⎡⎢⎢⎣

N(un,1
M
, u

n,1

M
)

N(un,1
M
, v

n,1

M
)

N(vn,1
M
, v

n,1

M
)

⎤
⎥⎥⎦
+

�
D(un,1

M
)

D(vn,1
M
)

�
=

�
0

0

�
,

(51)

⎡⎢⎢⎢⎢⎣

un+1
E

− un
M

�n
vn+1
E

− vn
M

�n

⎤
⎥⎥⎥⎥⎦
+A

⎡⎢⎢⎣

N
�
un+1
E

, un+1
E

�
N
�
un+1
E

, vn+1
E

�
N
�
vn+1
E

, vn+1
E

�
⎤
⎥⎥⎦
+

�
D
�
un+1
E

�
D
�
vn+1
E

�
�
=

�
0

0

�
.

(52)û(t) = R

(
un
M
+ ∫

t

tn
F0(s) ds

)
,

(53)v̂(t) = R

(
vn
M
+ ∫

t

tn
F1(s) ds

)
,
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Here, � 1

2

(t) =
2

�n
(tn+1 − t) and �1(t) =

2

�n
(t − tn,1) are the basis functions of the space of 

functions affine in t that correspond to the nodes tn,1 ∶= (tn + tn+1)∕2 and tn+1 , respectively. 
As a result, û, v̂ are each computable and piecewise polynomial in space and time.

Remark 3  On a basic level, the definitions (52) and (53) are those of a collocation method. 

They are also designed to produce (55). Note that 
[
U(t)

V(t)

]
 is exactly the affine function of t 

corresponding to the midpoint rule. The term 1
4

[
un+1
M

− un+1
E

vn+1
M

− vn+1
E

]
�̂ 1

2

(t) is a quadratic perturba-

tion thereof containing information from the backward Euler method.

5.2.1 � A Key Property of the Fully Discrete Reconstruction

The next lemma elucidates the relationship of the fully discrete reconstructions û, v̂ to the 
piecewise affine interpolants of un

M
, vn

M
 on each interval In . Specifically, let

We commit a small abuse of notation below: the application of R and D to a vector is used 
to denote the application of R and D to each argument thereof.

Lemma 6  Let U(t), V(t) denote the piecewise affine in time interpolant of the fully discrete 
approximations un

M
, vn

M
 . On each interval In = [tn, tn+1] , for any t ∈ In,

where �̂ 1

2

(t) =
4

𝜅2
n

(t − tn)(tn+1 − t) is the basis function corresponding to the node 

tn,1 =
tn+tn+1

2
 in the space of functions quadratic in t on the interval In.

Proof  The proof comprises evaluation of û(t) and v̂(t) at tn , tn,1 , and tn+1 . It is clear from the 
definitions of û and v̂ that û(tn) = Run

M
= RU(tn) and v̂(tn) = Rvn

M
= RV(tn).

Next, employ the trapezoidal rule, which is exact for affine functions, to compute û(tn,1),

(54)F(t) ∶=

�
F0(t)

F1(t)

�
=

⎛
⎜⎜⎝

⎡
⎢⎢⎣

un+1
M

−un
M

�n
vn+1
M

−vn
M

�n

⎤
⎥⎥⎦

⎞
⎟⎟⎠
� 1

2

(t) +

⎛
⎜⎜⎝

⎡
⎢⎢⎣

un+1
E

−un
M

�n
vn+1
E

−vn
M

�n

⎤
⎥⎥⎦

⎞
⎟⎟⎠
�1(t).

U(t) ∶=
tn+1 − t

�n
un
M
+

t − tn

�n
un+1
M

, V(t) ∶=
tn+1 − t

�n
vn
M
+

t − tn

�n
vn+1
M

.

(55)
[
û(t)

v̂(t)

]
= R

([
U(t)

V(t)

]
+

1

4

[
un+1
M

− un+1
E

vn+1
M

− vn+1
E

]
�̂ 1

2

(t)

)
,
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Since un,1
M

= U(tn,1) , it follows that û(tn,1) = R

(
U(tn,1) +

1

4

(
un+1
M

− un+1
E

))
 . An identical 

argument shows v̂(tn,1) = R

(
V(tn,1) +

1

4

(
vn+1
M

− vn+1
E

))
.

Furthermore, application of the midpoint rule of integration (also exact for affine func-
tions) yields the desired result for û(tn+1),

By similar means, v̂(tn+1) = Rvn+1
M

.
As a result, the (piecewise quadratic in time) function û(t) (similarly, v̂(t) ) is given by 

the sum of the (piecewise linear in time) function RU(t) (similarly, RV(t) ) and the (piece-
wise quadratic in time) function 1

4
(un+1

M
− un+1

E
)�̂ 1

2

(t) (similarly, 1
4
(vn+1

M
− vn+1

E
)�̂ 1

2

(t) ), yield-
ing the desired result.

5.3 � The Error Estimates

Having related the reconstructions û, v̂ to the fully discrete approximations un
M
, vn

M
 , the 

crucial result now is to show that the errors u − û and v − v̂ satisfy the IBVP (1) up to a 
computable forcing term.

(56)

û(tn,1) = R

(
un
M
+ ∫

tn,1

tn
F0(s) ds

)

= R

(
un
M
+

𝜅n

4

(
F0(t

n) + F0(t
n,1)

))

= R

(
un
M
+

𝜅n

4

(
un+1
M

− un
M

𝜅n

(
� 1

2

(tn) + � 1

2

(tn,1)
)
+

un+1
E

− un
M

𝜅n

(
�1(t

n) + �1(t
n,1)

)))

= R

(
un
M
+

1

4

(
3(un+1

M
− un

M
) − (un+1

E
− un

M
)
))

= R

(
un
M
+

3

4
un+1
M

−
3

4
un
M
−

1

4
un+1
E

+
1

4
un
M

)

= R

(
un
M
+ un+1

M

2
+

1

4

(
un+1
M

− un+1
E

))

= R

(
u
n,1

M
+

1

4

(
un+1
M

− un+1
E

))
.

(57)

û(tn+1) = R

(
un
M
+ ∫

tn+1

tn
F0(s) ds

)

= R
(
un
M
+ 𝜅nF0(t

n,1)
)

= R

(
un
M
+ 𝜅n

(
un+1
M

− un
M

𝜅n
� 1

2

(tn,1) +
un+1
E

− un
M

𝜅n
�1(t

n,1)

))

= R

(
un
M
+ 𝜅n

(
un+1
M

− un
M

𝜅n

))

= Run+1
M

.
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Lemma 7  The errors 𝜁 (u) ∶= u − û and 𝜁 (v) ∶= v − v̂ satisfy the following system:

where E =
∑2

i=0
Ei and the computable terms E0,E1,E2 are given according to

 where I  denotes the identity operator.

Proof  To obtain the error equation (58), we add the quantity

to both sides of the system (1) and show the resulting right-hand side (namely, (62)) is 
equivalent to E  . We compute the first term of (62) by recalling the definitions (52) and (53) 
of û and v̂ , respectively. Indeed, via (50) and (51) we obtain

Here in the last step we used the linearity of the operator D . Now, recalling that 
(R�)xxx = D� for � in Vq

h
 , in view of Lemma 6 for the last term of (62) we obtain

(58)
�
𝜁
(u)
t

𝜁
(v)
t

�
+A

⎡
⎢⎢⎣

(u2)x − (û2)x
(uv)x − (ûv̂)x
(v2)x − (v̂2)x

⎤
⎥⎥⎦
+

�
𝜁 (u)
xxx

𝜁 (v)
xxx

�
= E,

(59)

E0 =

�
E
(u)

0

E
(v)

0

�
∶= A

⎛⎜⎜⎝
R

⎡⎢⎢⎣

N(un,1
M
, u

n,1

M
)

N(un,1
M
, v

n,1

M
)

N(vn,1
M
, v

n,1

M
)

⎤⎥⎥⎦
� 1

2

(t) +R

⎡⎢⎢⎣

N(un+1
E

, un+1
E

)

N(un+1
E

, vn+1
E

)

N(vn+1
E

, vn+1
E

)

⎤⎥⎥⎦
�1(t) −

⎡⎢⎢⎣

(û2)
x

(ûv̂)
x

(v̂2)
x

⎤⎥⎥⎦

⎞⎟⎟⎠
,

(60)E1 =

[
E
(u)

1

E
(v)

1

]
∶= RD

[
un+1
E

− un+1
M

vn+1
E

− vn+1
M

]
�1(t) +

1

4
D

[
un+1
E

− un+1
M

vn+1
E

− vn+1
M

]
�̂ 1

2

(t), and

(61)E2 =

[
E
(u)

2

E
(v)

2

]
∶= (R −I)D

[
U(t)

V(t)

]
,

(62)−

�
ût(t)

v̂t(t)
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⎡⎢⎢⎣

(û2)x
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ûxxx
v̂xxx

�
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⎢⎢⎣
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⎥⎥⎦
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⎥⎥⎦
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⎟⎟⎠
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��
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�
+

�
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E

− un+1
M
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E
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�
�1(t)

�
.

(64)
[
ûxxx(t)

v̂xxx(t)

]
= D

[
U(t)

V(t)

]
+

1

4
D

[
un+1
M

− un+1
E
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]
�̂ 1

2
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Combining (63) and (64) and introducing the middle term of (62) yields the desired result.

The next result provides an a posteriori bound for the error generated by the fully 
discrete scheme (50).

Theorem  4  Let un
M
, vn

M
 denote the solutions of the fully discrete scheme (50) and let û, v̂ 

denote their respective fully discrete reconstructions as defined in (52) and (53). The fol-
lowing a posteriori estimate holds:

 Here, the constant C depends on �a,b,c and the W1,∞ seminorms of û and v̂ and ‖E(t) ⋅ E(t)‖2 
stand for 

∑2

i=0

�
‖E(u)

i
(t)‖2 + ‖E(v)

i
(t)‖2

�
.

Proof  The remarkable similarity between the fully discrete and semidiscrete error Eqs. 
(58) and (37) allows the almost verbatim use of the proof of Theorem 3 with the following 
identifications:

Indeed, left-multiply the error Eq. (58) by the row vector Q̃ = [2a𝜁 (u) + b𝜁 (v) b𝜁 (u) + 2c𝜁 (v)] . 
After lengthy computations we arrive at the differential inequality

where the constant C depends on �a,b,c as well as the W1,∞ seminorms of û and v̂ . A Gron-
wall type argument can now be used to yield

Note that this inequality holds for all t ⩾ 0 . However we specialize it to the temporal nodes 
tn . We observed in the proof of Lemma 6 that û(tn) = Run

M
 and v̂(tn) = Rvn

M
 . Hence apply-

ing the triangle inequality to (67), the result of the Theorem follows at once.

Remark 4  While the bound given above in terms of ∫ tn

0
E(t) ⋅ E(t) dt is reliable, it is also 

useful to study a coarser bound involving the individual contributions based on each term 
Ei of E  , i.e., a bound that replaces ∫ tn

0
E(t) ⋅ E(t) dt in (65) by 

∑2

i=0
∫ tn

0
Ei(t) ⋅ Ei(t) dt . This 

allows the separate consideration of some estimators which are expected to depend on h 
and others that are expected to depend on the timestep size � . Indeed, for un

M
, vn

M
 , which 

behave optimally with respect to � , it is expected that E0 and E1 should also behave opti-
mally with respect to � . Yet, it stands to reason that E2 should exhibit little, if any, depend-
ence on � , as E2 appears to be a measure of the spatial reconstruction error. To consider 
the behavior of the terms Ei from a spatial perspective, suppose for the moment that un

M
, vn

M
 

are known to be O(h�) approximations to solutions u, v of (1). Based on the single spatial 
derivative presented in E0 , one expects the estimator E0 to suffer by one power of h, behav-
ing as O(h�−1) . Furthermore, in light of (24) and (28), one expects the term E2 to suffer by 

(65)

‖u(tn) − u
n
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‖ + ‖v(tn) − v
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M
‖ ⩽

√
2
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M
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M
‖ + ‖vn

M
−Rv

n

M
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Ct

n

�
‖u(0) −Ru

0

M
‖2 + ‖v(0) −Rv

0

M
‖2 + ∫

t
n

0

‖E(t) ⋅ E(t)‖2 dt
� 1

2

.

e(u) ← 𝜁 (u), e(v) ← 𝜁 (v), Ruh ← û, Rvh ← v̂, Q3 + Q4 ← E.

(66)
d

dt
�
(
� (u), � (v)

)
⩽ C�

(
� (u), � (v)

)
+ cE ⋅ E,

(67)�
(
� (u)(t), � (v)(t)

)
⩽ eCt

(
�
(
� (u)(0), � (v)(0)

)
+ ∫

t

0

E ⋅ E

)
, t ⩾ 0.
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three powers of h due to the presence of the operator D in this estimator. The temporal 
nature of the differences in E1 suggests only cursory, if any, dependence on h. Each of these 
intuitions will be studied experimentally below.

6 � A Posteriori Error Estimates for the Dissipative Schemes

All techniques utilized above to develop a posteriori error estimates for the conservative 
semidiscrete and fully discrete schemes can be easily adapted to develop estimates for the 
dissipative analogs discussed in [9]. Indeed, identical versions of Theorems 3 and 4 hold 
should the dissipative variant D̃ (defined in (19)) of the dispersive operator be utilized in 
lieu of the conservative operator D . The only meaningful difference in the analysis is that 
the spatial reconstruction utilized must reflect the choice of dispersive operator, whether 
that be our conservative operator, our dispersive operator, or some different variant alto-
gether. The dispersive reconstruction R̃ that is suitable for this analysis was first defined in 
[20, Section 6] to develop a posteriori bounds for the Cheng-Shu Formulation for IBVPs 
for a single GKdV equation (see [17]). We quote their result [20, Theorem 6.1] here.

Theorem  5  For each u ∈ H3(Th) , there corresponds a unique 𝜎̃ ∶= R̃u ∈ C
2([0, 1])

∩V
q+3,DG

h
 such that for each cell I = [xm, xm+1] , m = 0,⋯ ,M − 1 in Th there holds

Naturally, only two differences of note exist between this definition and that of R in 
Theorem 1. The first is that the operator D̃DG is used in place of DDG in the first condition 
of (68); the second is that ux(x+m) is used in the third condition in place of {ux}m . Thus, as 
before, we have a dispersive reconstruction R̃u corresponding to the dispersive operator D̃ 
that is a locally computable, globally smooth function. Therefore, arguments essentially 
identical to those conducted above, merely replacing D with D̃ and R with R̃ , yield Theo-
rems 3 and 4 for the dissipative schemes.

7 � Numerical Experiments

We now present numerical experiments designed to gauge the performance of the a poste-
riori error estimates developed above. We highlight a few important issues. 

	 (i)	 We provide validation of the theoretical results, including a study of the effectiveness 
of the error indicators Ei , i = 0, 1, 2 , both individually and in combination as a gauge 
of the error ‖u(tn) − un

M
‖ + ‖v(tn) − vn

M
‖ . To do this, we compute several quantities 

emanating from the bound in Theorem 4, namely, 

(68)

⎧⎪⎨⎪⎩

(𝜎̃xxx,𝜒)I ,= (D̃
DG

u,𝜒), for all𝜒 ∈ V
q,DG

h
(I),

𝜎̃(x+
m
) = u(x−

m
),

𝜎̃x(x
+
m
) = ux(x

+
m
),

𝜎̃xx(x
+
m
) = uxx(x

+
m
).

(69)�
i
∶=

(
∫

t
n

0

E
i
(t) ⋅ E

i
(t) dt

) 1

2

, for i = 0, 1, 2
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In what follows, effectiveness of the various indicators is quantified via the effectiv-
ity index. The effectivity Eff(�) of some indicator � is defined via 

We note that in the experiments to follow, we do not show the reconstruction errors 
‖un

M
−Run

M
‖ , ‖vn

M
−Rvn

M
‖ as these quantities are negligible (smaller by several 

orders of magnitude) when compared with the approximation errors and the vari-
ous indicators we study below.

	 (ii)	 We highlight experimentally that the a posteriori upper bounds obtained via Theo-
rem 4 (see Remark 4) decrease with the same O(�2) rate of the underlying fully 
discrete method. In this sense, these estimates can be qualified as being of optimal 
temporal order of accuracy.

	 (iii)	 In addition, we confirm experimentally that, in general, the a posteriori upper bound 
obtained in Theorem 4 decays suboptimally in terms of the spatial discretization 
parameter h. Recalling Remark 4, we study the degree of suboptimality exhibited 
by the various error indicators Ei , both individually and in combination.

	 (iv)	 Finally, we experimentally explore consequences of this spatial suboptimality with 
regard to effectivity indices. We provide plots illustrating that effectivity indices 
remain small for reasonable choices of the spatial and temporal discretization param-
eters. Nevertheless, after we clearly identify a class of cases for which effectivity 
indices of the indicators grow too large to be practical, we provide heuristic cor-
rection factors depending on the polynomial degree of the spatial discretization by 
which the underlying suboptimality of the indicators can be corrected. We conclude 
by illustrating experimentally that this correction yields O(1) effectivity indices for 
essentially all choices of � and h.

In what follows, we present experiments utilizing the conservative fully discrete scheme 
alone solely for sake of concision, as the experiments conducted for the dissipative fully 
discrete scheme are not dissimilar.

As in [9], we adapt the experiments to the interval [0, 1], by multiplying the third 
derivative terms in (1) by a small parameter � , specified below. The parameters 
A,B,⋯ ,F are taken to be

These choices result in a =
118

17
, b = −

28

17
 , and c = 1 , which in turn yield the negative dis-

criminant b2 − 4ac = −
7 240

289
.

(70)� ∶=

(
∫

tn

0

E(t) ⋅ E(t) dt

) 1

2

, and

(71)�� ∶=

(
2∑
i=0

�2
i

) 1

2

.

Eff(�) ∶=
�

‖u(tn) − un
M
‖ + ‖v(tn) − vn

M
‖ .

(72)A =
1

8
, B =

1

8
, C =

1

32
, D =

1

8
, E = 1, F = −

9

32
.
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For the various experiments, two types of solutions of (1) were used. These are both 
proportional traveling waves of the form (u, v) = (u, 2u) . The first is adapted from the 
well known cnoidal-wave solution of the KdV equation,

where cn(z) = cn(z∶m) is the Jacobi elliptic function with modulus m ∈ (0, 1) (see [1]) 
and the parameters have the values m = 0.9, � = 192m�K(m)2 , � = 64�(2m − 1)K(m)2 , 
� =

1

5 760
 . Since our experiments are conducted on [0, 1], shifting by x0 =

1

2
 centers the 

initial value in the middle of the interval. Here, the function K = K(m) is the complete 
elliptic integral of the first kind and the parameters are so organized that u and v have spa-
tial period 1.

The second class of solutions is an approximation of the proportional solitary-wave 
solutions that were discussed in [9, Section 1.2]. The parameters A,B,⋯ ,F are the same 
as for the cnoidal-wave type solutions, and it is still the case that (u, v) = (u, 2u) , but now

with � = 1 , � = �∕3 , � = 1

5 760
 , K =

1

2

√
�

3�
 , again shifting by x0 =

1

2
 to center the initial 

wave profile. With v = 2u , this is an exact solution of the system that is not truly periodic 
in space. Yet, the initial data can be rendered periodic by simply restricting the above solu-
tion at t = 0 to the computational domain [0, 1] and imposing periodic boundary condi-
tions across x = 0 and x = 1 . The resulting periodicized initial data yields a periodic solu-
tion of the system. Indeed, from the previous theory, the resulting solution is approximated 
to within order � by the restriction of (u, 2u) to the period domain [0, 1] over a time interval 
of order 1

�
 (c.f. [6] and [16]). The small value of � used in the experiments with proportional 

solitary waves thus yields a solution, the accuracy of whose numerical approximation can 
be determined by comparison with the exact solution (u, 2u) with u as in (74). Much of the 
numerical work on the KdV equation has made use of this small trick to check for accuracy 
and convergence, especially when issues surrounding solitary waves are under 
consideration.

Recall that calculation of un+1
M

, vn+1
M

 and un+1
E

, vn+1
E

 requires solving the nonlinear systems 
of equations given by (50) and (51), respectively. At each timestep, the nonlinear systems 
are solved iteratively in an explicit-implicit fashion for the nonlinear-linear terms respec-
tively, with the starting values supplied by extrapolation.

7.1 � Temporal Rates of Decrease

We begin our numerical experiments with a study of the temporal rates of decrease of 
the indicators �, �� , and �i for i = 0, 1, 2 . Recalling Remark 4, we would like to show that 
each of �0 , �1, � , and �� decrease at the rate of O(�2) in accord with the predicted rate of 
decrease for the RK1 temporal discretization. In addition, we would like to show that �2 
is independent of � , as it appears to be a measure of spatial reconstruction errors. In these 
experiments, we utilized uniform temporal grids, varying the number of timesteps N. To 
render the spatial errors very small and highlight the temporal errors, we utilized a uni-
form spatial mesh with M = 500 cells and polynomial degree q = 5 . Each rate presented 
in Tables 1 and 2 represents the slope of the line of best fit for the natural logarithm of the 

(73)u(x, t) = � cn2
(
4K(m)(x − �t − x0) ∶ m

)
,

(74)u(x, t) = � sech2
(
K(x − �t − x0)

)
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respective column, where the independent variable is the natural logarithm of the stepsize 
� = 1∕N . These rates align quite closely with the behavior desired in each case. We remark 
that these experiments feature quite reasonable effectivity indices with values between 3 
and 5 for the temporally dependent estimators. Indeed, this is reasonable since the param-
eters were selected so that temporal error is the major contributor to the errors and the esti-
mators behave optimally with respect to the timestep size �. 

7.2 � Spatial Rates of Decrease

We continue our numerical experiments with a study of spatial rates of decrease for the 
various estimators. Recall from [9] that the spatial rates of decrease for the conserva-
tive fully discrete schemes are experimentally observed to be O(h�) where � = q + 1 for 
odd polynomial degree and � = q for even polynomial degree. We stress that this is due 
to experimental observation alone, as the available theory is less generous. Nevertheless, 
reflecting upon Remark 4 with this observation in mind, we would like to see the estimator 
�0 behave as O(h�−1) and �2 and, consequently, � and �� behave as O(h�−3) . Furthermore, 
we expect �1 to exhibit little to no dependence on h.

In these experiments, we utilize uniform spatial and temporal grids. To allow the spatial 
errors to dominate by several orders of magnitude (a difficult task due to the high spatial 
order observed for (50), cf. [9] when compared with fixed second-order temporal rate), we 
use an extremely small timestep size � = 10−7 . We utilize a range of very small numbers 
of cells M and polynomial degrees q = 2, 3, 4 . In Tables 3, 4, and 5, we exhibit results for 
final time T = 1 computed using a cnoidal-wave solution. For sake of brevity, we omit all 
but every fifth entry in each of these tables. However, the estimated rates presented at the 
end of each table were calculated using all entries for the range M = 15, 16, 17,⋯ , 60 . The 
unabridged tables can be provided upon request.

Despite the issues affecting experiments of this kind, Tables  3, 4, and 5 exhibit spa-
tial rates of decrease for the estimators that are quite in line with those expected. In sev-
eral cases, the L2 errors converge at a higher rate than expected, an issue that seems to be 
tied to the extremely small number of cells used. Nevertheless, the estimators consistently 

Table 1   Computed temporal rates of decrease for a posteriori error estimators of the conservative fully-
discrete scheme. Proportional cnoidal-wave solution with T = 1 , M = 500 , and q = 5 . Varying number of 
timesteps N 

N L
2 error �0 �0 

eff.
�1 �1 

eff.
�2 �2 

eff.
� � 

eff.
�� �� 

eff.

16 7.25 × 10−5 3.09 × 10−4 4.27 2.40 × 10−4 3.306.92 × 10−7 0.011.85 × 10−4 2.543.91 × 10−4 5.40

20 4.65 × 10−5 1.99 × 10−4 4.291.56 × 10−4 3.366.92 × 10−7 0.011.19 × 10−4 2.572.53 × 10−4 5.45

25 2.98 × 10−5 1.28 × 10−4 4.311.01 × 10−4 3.406.92 × 10−7 0.02 7.73 × 10−5 2.591.64 × 10−4 5.49

32 1.82 × 10−5 7.87 × 10−5 4.33 6.26 × 10−5 3.446.90 × 10−7 0.04 4.76 × 10−5 2.621.01 × 10−4 5.53

40 1.17 × 10−5 5.05 × 10−5 4.34 4.04 × 10−5 3.476.92 × 10−7 0.06 3.07 × 10−5 2.646.47 × 10−5 5.56

50 7.46 × 10−6 3.24 × 10−5 4.35 2.61 × 10−5 3.496.92 × 10−7 0.091.98 × 10−5 2.654.16 × 10−5 5.58

64 4.55 × 10−6 1.98 × 10−5 4.351.60 × 10−5 3.516.91 × 10−7 0.151.22 × 10−5 2.672.55 × 10−5 5.60

80 2.91 × 10−6 1.27 × 10−5 4.361.03 × 10−5 3.536.92 × 10−7 0.24 7.84 × 10−6 2.691.64 × 10−5 5.61

Rate 2.00 1.98 1.96 0.00 1.96 1.97
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behave at rates similar to those suggested in Remark 4 based on the well-observed spatial 
convergence rates of the fully discrete scheme (50) from [9]. Finally, �1 appears to exhibit 
the salutary property of being independent of h, so that �1 and �2 together seem to provide 
independent indicators for the temporal and spatial errors.

Nevertheless, in contrast to the temporal experiments of the previous section, the effec-
tivity indices in Tables 3, 4, and 5 suffer greatly due to the spatial suboptimality of several 
indicators. We stress that the parameters chosen for the experiments in Tables 3, 4, and 5 
were chosen to highlight the spatial suboptimality. Indeed, it is then natural that significant 
growth in the effectivity indices of the various indicators occurs as the number of cells 
increases. Due to the computational efficiency with which the fully discrete scheme and a 
posteriori estimators can be computed even for high numbers of cells and high polynomial 
degree, it is highly unlikely that such a low degree of spatial accuracy as is considered here 
would ever actually be used in practice. Instead, spatial errors can be made negligible with 
computational ease by selecting either a reasonable number of cells or an even slightly 
higher polynomial degree. Once this is done, effectivity indices remain very reasonable 
when the temporal error is the primary contributor to the total approximation error.

Finally, though the L2 errors decay as expected, these errors seem to oscillate when M 
varies over such small values, causing pronounced oscillations in the effectivity indices. 
These oscillations in the L2 error trace back to the error in approximating the initial data of 
the periodic IBVP and vanish for more reasonable spatial accuracy, i.e., larger values of M. 
While this behavior is curious and its effects are seen again in Fig. 5 it is not a byproduct of 
the schemes considered here.

7.3 � Effectivity of the Various Indicators

In this section, we examine the temporal behavior of the estimators � , �� , and �i for 
i = 0, 1, 2 . Each plot records how the values of the L2 errors and the various estimators vary 
with time when the solutions to (1) are approximated up to a final time T via the scheme 
(50). We have not recorded the values of the terms ‖un

M
− û(tn)‖ + ‖vn

M
− v̂(tn)‖ that appear 

in Theorem 4 as they are negligible when compared with those we have recorded.

Table 2   Computed temporal rates of decrease for a posteriori error estimators of the conservative fully-
discrete scheme. Proportional solitary-wave solution with T = 1 , M = 500 , and q = 5 . Varying number of 
timesteps N 

N L
2 error �0 �0 eff.�1 �1 eff. �2 �2 eff.� � eff. �� �� 

eff.

16 2.34 × 10−17.57 × 10−13.24 4.60 × 10−1 1.97 5.19 × 10−5 0.00 7.33 × 10−1 3.14 8.86 × 10−1 3.79

20 1.50 × 10−1 5.24 × 10−13.49 3.17 × 10−1 2.11 5.17 × 10−5 0.00 3.59 × 10−1 2.39 6.12 × 10−1 4.08

25 9.78 × 10−23.65 × 10−13.73 2.32 × 10−1 2.38 5.17 × 10−5 0.00 2.41 × 10−1 2.47 4.33 × 10−1 4.42

32 6.09 × 10−22.40 × 10−13.94 1.59 × 10−1 2.61 5.17 × 10−5 0.00 1.62 × 10−1 2.65 2.88 × 10−1 4.73

40 3.95 × 10−21.62 × 10−1 4.10 1.09 × 10−1 2.76 5.17 × 10−5 0.00 1.08 × 10−1 2.75 1.95 × 10−1 4.94

50 2.55 × 10−21.08 × 10−1 4.23 7.39 × 10−2 2.90 5.17 × 10−5 0.00 7.14 × 10−2 2.81 1.31 × 10−1 5.13

64 1.56 × 10−2 6.81 × 10−24.36 4.74 × 10−2 3.04 5.17 × 10−5 0.00 4.45 × 10−2 2.85 8.30 × 10−2 5.31

80 1.00 × 10−2 4.46 × 10−24.44 3.15 × 10−2 3.14 5.17 × 10−5 0.01 2.88 × 10−2 2.87 5.46 × 10−2 5.44

Rate 1.95 1.76 1.66 0.00 1.92 1.73
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Figure  1 records the behavior of the L2 error and the estimators with the uniform 
timestep � = 1∕16 chosen to effect a low temporal accuracy. Figure 1a–d treat increas-
ing levels of spatial accuracy given a fixed uniform mesh of M = 200 cells. Indeed, 
these subplots report the error and estimator values for polynomial degree q = 2, 3, 4, 5 , 
respectively. Figure 2 records similar behavior, yet with the uniform timestep � = 1∕100 
chosen to effect a higher degree of temporal accuracy. Finally, two longer time experi-
ments with high spatial accuracy ( q = 6,M = 200 ) are shown in Figs.  3 (final time 
T = 5 , � = 1∕100 , solitary wave) and 4 (final time T = 10 , � = 1∕16 , cnoidal wave). We 
remark that the values considered here for the discretization parameters are more than 
reasonable for use in applications, especially those values that afforded higher temporal 
accuracy.

In each of the experiments, we consistently see reasonable O(1) effectivity indices for 
the various indicators. We highlight several relevant observations as follows. 

i)	 Recall that, in the previous sections, �2 was observed to be solely dependent on h, albeit 
with a rate of decrease that was suboptimal by three powers of h. This, of course, results 
in an extremely coarse bound for the spatial errors. Nevertheless, this (suboptimal) 
dependence on h comes into view again in Figs. 1 and 2. As spatial accuracy increases 
with the choice of polynomial degree, �2 becomes much smaller than the error by several 
orders of magnitude. In addition, we note that the plots of �2 and the L2 error for q = 3 

Table 3   Computed spatial rates of decrease for a posteriori error estimators of the conservative fully-dis-
crete scheme. Proportional cnoidal-wave solution with T = 1 , fine temporal resolution with � = 10−7 . Vary-
ing number of cells with q = 2

M L
2 error �0 �0 eff. �1 �1 eff. �2 �2 eff. � � eff. �� �� eff.

15 1.13×10−2 1.50×10−2 1.33 0.00 0.00 1.29×10−1 11.44 1.15×10−1 10.13 1.30×10−1 11.52
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

20 6.97×10−3 1.03×10−2 1.47 0.00 0.00 2.49×10−1 35.72 2.39×10−1 34.34 2.49×10−1 35.75
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

25 4.56×10−3 7.28×10−3 1.60 0.00 0.00 2.91×10−1 63.86 2.84×10−1 62.34 2.91×10−1 63.88
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

30 3.29×10−3 5.73×10−3 1.74 0.00 0.00 3.78×10−1 114.70 3.72×10−1 112.81 3.78×10−1 114.71
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

35 2.48×10−3 4.75×10−3 1.91 0.00 0.00 4.56×10−1 183.79 4.50×10−1 181.55 4.56×10−1 183.80
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

40 1.88×10−3 3.93×10−3 2.09 0.00 0.00 5.12×10−1 272.32 5.07×10−1 269.81 5.12×10−1 272.33
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

45 1.50×10−3 3.30×10−3 2.20 0.00 0.00 5.57×10−1 371.70 5.53×10−1 369.02 5.57×10−1 371.70
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

50 1.22×10−3 2.81×10−3 2.30 0.00 0.00 5.95×10−1 487.35 5.91×10−1 484.53 5.95×10−1 487.35
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

55 9.89×10−4 2.42×10−3 2.44 0.00 0.00 6.25×10−1 632.25 6.22×10−1 629.26 6.25×10−1 632.26
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

60 8.41×10−4 2.10×10−3 2.49 0.00 0.00 6.51×10−1 774.67 6.49×10−1 771.61 6.51×10−1 774.68
Rate 1.91 1.41 − −1.01 −1.06 −1.01
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Table 4   Computed spatial rates of decrease for a posteriori error estimators of the conservative fully-dis-
crete scheme. Proportional cnoidal-wave solution with T = 1 , fine temporal resolution with � = 10−7 . Vary-
ing number of cells with q = 3

M L
2 error �0 �0 eff. �1 �1 eff.�2 �2 eff. � � eff. �� �� eff.

15 2.20E−03 4.79E−03 2.18 0.00E+00 0.00 1.77E−01 80.62 1.73E−01 78.81 1.77E−01 80.65
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

20 6.14E−03 8.92E−03 1.45 0.00E+00 0.00 6.27E−02 10.21 6.37E−02 10.36 6.34E−02 10.32
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

25 1.16E−04 7.96E−04 6.85 0.00E+00 0.00 3.51E−02 301.85 3.48E−02 299.58 3.51E−02 301.93
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

30 2.68E−05 4.53E−04 16.89 0.00E+00 0.00 1.65E−02 613.62 1.64E−02 611.13 1.65E−02 613.86
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

35 1.58E−05 3.04E−04 19.26 0.00E+00 0.00 9.33E−03 591.76 9.31E−03 590.84 9.33E−03 592.07
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

40 7.67E−06 2.20E−04 28.75 0.00E+00 0.00 6.98E−03 911.18 6.98E−03 911.03 6.99E−03 911.64
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

45 5.24E−06 1.68E−04 32.11 0.00E+00 0.00 6.13E−03 1 169.29 6.13E−03 1 169.55 6.13E−03 1 169.73
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

50 3.07E−06 1.33E−04 43.35 0.00E+00 0.00 5.73E−03 1 864.73 5.73E−03 1 865.22 5.73E−03 1 865.23
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

55 2.00E−06 1.08E−04 54.18 0.00E+00 0.00 5.46E−03 2 728.26 5.46E−03 2 728.93 5.46E−03 2 728.80
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

60 1.24E−06 9.01E−05 72.90 0.00E+00 0.00 5.21E−03 4 221.33 5.22E−03 4 222.20 5.22E−03 4 221.96
Rate 6.03 3.16 – 2.54 2.54 2.55

and q = 4 are essentially the same, while the plots for q = 5 and q = 6 are essentially 
the same, which is reasonable since the convergence rates for (50) are observed to be 
O(h4) for both q = 3 and q = 4 and O(h6) for q = 5 and q = 6.

ii)	 Even in the cases of lower spatial accuracy, �2 , which may be viewed as an estimator of 
the spatial error that is suboptimal by several orders of magnitude, is around the same 
order of magnitude as the error. This suggests that the primary contributor to the error 
in each of these experiments is the temporal error. Recall that �1 was observed to be 
solely dependent on time, with optimal rate of decrease. In light of the behavior of �2 , 
we expect �1 to be a good estimator of the error. In each figure presented here, this is 
indeed the case, with the curve for �1 closely mimicing that of the error itself.

iii)	 Indeed, the curves for each of the estimators �0, �1, �, and �� closely mimic that of the L2 
error. Indeed, though the L2 error appears to increase at a rate linear in tn and the various 
estimators appear to increase at a rate proportional to 

√
tn , for the majority of each plot, 

the curves are nearly parallel to each other. Note that this 
√
tn rate is reasonable for the 

various indicators as we did not plot the exponential factor entering from the estimate 
in Theorem 4.

iv)	 We observe that the estimator �� consistently bounds the error. Naturally, � provides a 
sharper bound, however.

v)	 Finally, recall that the estimator �0 was expected and observed to behave optimally with 
respect to � and suboptimally with respect to h. Yet, �0 was only suboptimal by a factor 
of h, as opposed to the suboptimality by a factor of h3 that affects �2, � , and �� . Com-
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bining this fact with the observation that in each of the figures the graph of �0 closely 
mimics the error, we suggest that it might be useful to develop a heuristic of using only 
�0 in practice.

7.4 � Suboptimality and Heuristic Correction

Finally, we conduct additional experiments to gain a deeper understanding of how the 
observed spatial suboptimality affects the effectiveness/practical usefulness of these 
estimators. We remind the reader, that, in most practical cases, effectivity indices of 
the various indicators remain small. This is possible due to the computational ease with 
which the fully discrete scheme (50) can be computed. High spatial accuracy can be 
effected with ease by simply using a higher number of cells M or larger polynomial 
degree q, causing the temporal error to be the main contributor to the total error. In 
these cases, the temporal optimality of the indicators keeps the effectivity indices small, 
as the spatial errors can be made several orders of magnitude smaller than the temporal 
errors and, consequently, do not affect the size of the effectivity indices.

Nevertheless, for indicators to be useful in practice, it is essential to understand how 
the spatial suboptimality affects the effectivity indices for different temporal and spa-
tial mesh parameters. As a result, in Fig.  5, we record the base-10 logarithms of the 

Table 5   Computed spatial rates of decrease for a posteriori errorestimators of the conservative fully-dis-
crete scheme. Proportional cnoidal-wave solution with T = 1 , fine temporal resolution with � = 10−7 . Vary-
ing number of cells with q = 4

M L
2 error �0 �0 eff. �1 �1 eff. �2 �2 eff. � � eff. �� �� eff.

15 4.78E−05 9.20E−04 19.26 0.00E+00 0.00 2.24E−02 468.86 2.23E−02 467.13 2.24E−02 469.25
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

20 1.19E−05 4.01E−04 33.78 0.00E+00 0.00 1.83E−02 1 540.24 1.82E−02 1 534.71 1.83E−02 1 540.61
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

25 7.12E−06 2.23E−04 31.27 0.00E+00 0.00 1.59E−02 2 227.78 1.58E−02 2 221.97 1.59E−02 2 228.00
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

30 2.95E−06 1.42E−04 48.26 0.00E+00 0.00 1.43E−02 4 849.67 1.43E−02 4 839.76 1.43E−02 4 849.91
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

35 1.43E−06 9.87E−05 69.20 0.00E+00 0.00 1.26E−02 8 825.03 1.26E−02 8 811.00 1.26E−02 8 825.31
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

40 1.14E−06 7.24E−05 63.54 0.00E+00 0.00 1.11E−02 9 702.99 1.10E−02 9 690.88 1.11E−02 9 703.17
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

45 5.81E−07 5.54E−05 95.30 0.00E+00 0.00 9.64E−03 16 587.35 9.63E−03 16 570.65 9.64E−03 16 587.62
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

50 4.53E−07 4.37E−05 96.62 5.99E−10 0.00 8.40E−03 18 564.00 8.40E−03 18 548.74 8.40E−03 18 564.27
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

55 2.50E−07 3.54E−05 141.44 6.24E−09 0.02 7.34E−03 29 327.91 7.34E−03 29 307.90 7.34E−03 29 328.23
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

60 1.73E−07 2.93E−05 168.75 1.54E−08 0.09 6.44E−03 37 123.52 6.44E−03 37 102.31 6.44E−03 37 123.92
Rate 3.96 2.43 – 0.88 0.88 0.88
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effectivity indices of the indicator � after computing the proportional cnoidal wave solu-
tion up to final time T = 1 for varying numbers of cells (horizontal axis) and timesteps 
(vertical axis). The base-10 logarithmic scale allows for a summary view of the spatial 
suboptimality. Moreover, it highlights the dependence of the effectivity indices on not 
only the number of cells but also the number of timesteps.

Of course, it is desirable that effectivity indices remain O(1) regardless of the choice 
of discretization parameters. As a result, we seek a heuristic correction factor by which 
we can multiply the spatially suboptimal indicators to correct their behavior. Based 
on the analysis, the natural inclination would be to correct by merely offsetting the 
three powers of h we have lost. This is excessive in general, since the effectivity indi-
ces already remain reasonable if the temporal error is the main contributor to the total 
approximation error of the fully discrete scheme. In view of this fact, the appropriate 
heuristic correction factor was C⋆ ∶= (M∕N)p = (𝜅∕h)p , where naturally the power p 
depends on the polynomial degree q used in the spatial discretization. For q = 5 , p = 2 , 
this was well supported by experimental data collected. Indeed, correction by the result-
ing C⋆ results in a much more effective estimator 𝜂⋆ ∶= C⋆𝜂 . Figure 6 depicts the base-
10 logarithm of the heuristic estimator 𝜂⋆ for the same choices of M and N taken in 
Fig. 5. Similar results can be obtained even for low polynomial degree, e.g., for q = 2 , 
a useful estimator is obtained by taking p = 3 . Furthermore, other corrections could be 
proposed by harnessing the temporal indicator �1 and the spatial indicator �2 to the same 

(a) (b)

(d)(c)

Fig. 1   L2 error and a posteriori estimators vs. time: � =
1

16
 , T = 1 , M = 200 , solitary wave solution
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(a) (b)

(d)(c)

Fig. 2   L2 error and a posteriori estimators vs. time: � =
1

100
 , T = 1 , M = 200 , solitary wave solution

Fig. 3   L2 error and a posteriori estimators vs. time: � =
1

100
 , T = 5 , M = 200 , q = 6 solitary wave solution
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end. For high polynomial degree, spatial errors are usually negligible when compared 
with temporal errors so that no correction is needed in practice. 

8 � Summary and Future Work

We have constructed a posteriori error estimates for semidiscrete and fully discrete finite 
element methods for a paradigm class of coupled systems of nonlinear, dispersive equa-
tions. To the best of our knowledge, these were the first results of their kind for numeri-
cal methods for this class of PDEs. Our estimate for the fully discrete methods provide 
several useful indicators of the error in L2([0, 1]) . One of these indicators, �1 , was exper-
imentally verified to be an indicator of the temporal error alone (i.e., independent of 
the spatial discretization parameter). Another, �2 , was experimentally verified to be an 
indicator of the spatial error alone. Indeed, each of the temporally dependent indicators 
was seen to exhibit optimal temporal rates of decrease when compared to the underlying 
timestepping method of the fully discrete scheme.

Noting the spatial suboptimality of some of the error indicators, we provided several 
observations regarding their practical use. First, we noted that computational efficiency 
of these methods allows the spatial error to be made so small that the temporal error is 
the primary contributor to the total approximation error by several orders of magnitude. 
Under this condition, effectivity indices remain within a practical range. A second heu-
ristic suggested was that of using the estimator �0 alone, which was only suboptimal 
by one power of h due to the nonlinear terms, as opposed to the suboptimality by three 
powers of h that affects �2, �, and �� . A final proposed heuristic was to multiply the sub-
optimal indicators by a correction factor, resulting in another error indicator with effec-
tivity indices that were generally observed to remain O(1) , independent of the choice of 
discretization parameters.

Many avenues exist for future exploration. From a computational perspective, a 
natural next step is to utilize the estimates developed herein to develop adaptive meth-
ods. From a theoretical perspective, while suboptimality of �0 is somewhat expected, it 
would be useful to obtain estimators that do not incur the suboptimality that appears 

Fig. 4   L2 error and a posteriori 
estimators vs. time: � =

1

16
 , 

T = 10 , M = 200 , q = 6 cnoidal 
wave solution
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to characterize �2, �, and �� and stems from the dispersive terms. Removal or at least 
amelioration of this suboptimality would greatly benefit the effectiveness of the result-
ing indicators. Finally, extending the results obtained for fully discrete schemes to the 
remaining members of the family of implicit Runge-Kutta methods of Gauss-Legendre 
type is of interest.
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