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Abstract
Sketch-based image retrieval (SBIR) with Zero-Shot are challenging tasks in computer vision, enabling to retrieve photo 
images relevant to sketch queries that have not been seen in the training phase. For sketch images without a sequence of 
information, we propose a modified Vision Transformer (ViT)-based approach that enhances or maintains the performance 
while reducing the number of sketch training data. First, we add a token for retrieval and integrate auxiliary classifiers of 
multiple branches ViT network. Second, self-distillation is applied to enable fast transfer learning of sketch domains for 
our ViT network incorporating addition of classifiers and embedding vectors to each intermediate layers in the network. 
Third, to address the challenge of overfitting due to reduced input data pairs in training with large datasets, we integrate KL-
Divergence, capturing distribution differences between sketches and photos, into the triplet loss, thereby mitigating the impact 
of limited sketch-photo samples. Experiments on the TU-Berlin and Sketchy dataset demonstrate show that our method 
performs a significant improvement over other similar methods on sketch classification and sketch-based image retrieval.

Keywords Sketch-based Image-Retrieval · Knowledge Distillation

1 Introduction

One definition of a sketch is a rough drawing that represents 
the main features of an object or idea, often produced by 
preliminary study. Sketch images can communicate informa-
tion that is difficult to describe using text. There are vari-
ous levels, ranging from the rough sketches like thumbnail 
sketch to precise ones like style sketches. Most sketch rec-
ognition studies have focused on rough levels. Sketch repre-
sentation and interpretation remain open issues, especially 
in the context of sketch-based image retrieval (SBIR) [1–3], 
which has garnered significant attention. Research directions 
also include Zero-Shot SBIR [4, 5], where a model aims to 
generalize across disjoint training and test classes, reducing 
annotation costs. However, existing studies still require large 
amounts of sketch-photo pairs for training, and the avail-
ability of such paired data is relatively small. Approaches 

incorporating transformers for performance enhancement, 
such as SketchBert [2], Sketchformer [3], and TVT [6], are 
being attempted.

In this paper, we introduce a modified ViT [7] network to 
effectively learn a small number of sketch-photo pairs and 
enhance the performance of the Zero-Shot SBIR scheme. 
Inspired by DeiT [8], which added a distillation token to 
receive knowledge from a CNN-based teacher network, 
we introduce retrieval tokens to the existing ViT structure. 
These tokens provide additional cues for sketch-photo pairs 
to the model, effectively enhancing the model's learning and 
representation capabilities.

Recently, Transformer-based Self Knowledge Distillation 
techniques have been introduced [9, 10]. However, these 
methods also utilize the output of the last layer, hindering 
fast transfer learning through training in early layers. To 
solve the problem, we apply efficient self-distillation [11, 12] 
to enable fast transfer learning of sketch domains for a ViT 
network pre-trained with a large amount of RGB images. 
Unlike existing self-distillation methods, we incorporate 
classifiers and embedding vectors to each intermediate layer, 
not just the last layer, to improve performance.

To address overfitting problems associated with using 
few sketch-photo pairs with existing triplet loss, we apply 
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KL-Divergence between sketch and photo to the triplet loss. 
The proposed KL-Divergence-based triplet loss provides Evi-
dence of Lower Bound (ELBO), mitigating such problems. 
Additionally, we incorporate the Spherical loss [13], which 
integrates Euclidean distance and angular distance, and aug-
ment it with center loss [14] to mitigate inter-class variation 
problems. We perform joint training based on these loss 
functions.

We conduct an ablation study of the loss configuration 
and also perform an extensive search for the connection cases 
of self-distillation suitable for ViT structures. Our proposed 
method is evaluated on the TU-Berlin and Sketchy datasets 
and compared to similar approaches on sketch classification, 
sketch-based image retrieval, and zero-shot sketch-based 
image retrieval.

Our contributions are summarized as follows. First, integra-
tion of a retrieval token and auxiliary classifiers across mul-
tiple branches within the network to improve its architectural 
design. Second, implementation of self-distillation for the ViT 
network adding classifiers and embedding vectors to interme-
diate layers for enhanced performance. Third, incorporation of 
KL-Divergence into the triplet loss function to mitigate overfit-
ting challenges arising from reduced input data.

2  Methodology

2.1  Background

In this section, we briefly describe ViT Transformer [7] 
which is the basis network of the proposed method. A trans-
former’s encoder consists of several blocks. The operation 
process in a block is as follows

where, q, k, v are the query, key, and value respectively, 
qW

q

i
, kWk

i
, vWv

i
∈ ℝ

dhidden×dk , dk =
dhidden

h
, h is the number of 

head, these are used as a input for Single Head Self Attention 
(SSA). The SSA module calculates the similarity between 
image patches using a query and key. These SSA modules 
are configured by h and processed in parallel. This is called 
Multi-head Self Attention (MSA). The MSA concatenates 
the output of SSA modules, and Wo ∈ ℝ

dhidden×dk.

(1)SSAi

�
qW

q

i
, kWk

i
, vWv

i

�
= softmax(

qW
q

i

�
kWk

i

�T
√
dk

)vWv
i

(2)
MSA(q, k, v) = Concat(SSA1

(
qW

q

0
, kWk

0
, vWv

0

)
,… ,

SSAh

(
qW

q

h
, kWk

h
, vWv

h

)
)Wo

(3)MLP(z) = GELU
(
0, zW

f

1
+ b

f

1

)
W

f

2
+ b

f

2

where, x is the normalized x MLP consists of two fully con-
nected layers and one GELU activation function. ViT trans-
former has several blocks. After passing through all blocks, 
the output value is as follows.

Here, L is the number of blocks. Finally, classification is 
performed by adding one fully connected layer to the result 
of Eq. 6.

2.2  Proposed Method

2.2.1  Modified Vision Transformer

The structure of the proposed model for sketch classification 
and retrieval is shown in Fig. 1. As mentioned earlier, ViT 
[7] has one token for performing classification in addition 
to tokens for N input data. We add another token to perform 
for retrieval as shown in the right of Fig. 1. Therefore, the 
total number of input tokens is N + 2 . ViT has much less 
image-specific inductive bias than Convolutional Neural 
Network (CNN). However, the Transformer network requires 
a process of pre-training with a large dataset. Fortunately, an 
off-the-shelf model for performing our task can be found in 
DeiT [8]. DeiT used the Knowledge distillation (KD) [15] 
technique by adding a distillation token to the ViT structure. 
In [8], a CNN network that can perform pre-training more 
easily is used as a teacher, and the distilled knowledge is 
transferred to the Transformer network, which is a student. 
In consideration of our limited computing environment, we 
adopt the DeiT-small model.

2.2.2  Training Transformer via Self‑Distillation

We performed transfer learning to use the pre-trained 
model for sketch task. Because pre-training is performed 
using photo images, whereas our task targets sketch 
images, thus, domain gap exists. Self-distillation tech-
niques are used to enable the model to adapt it efficiently. 
In the self-distillation, the teacher model does not exist 
separately, unlike the standard KD method. Instead of it, 
the model distills knowledge within network itself. Among 
the existing self-distillation techniques, we are inspired by 
[11]. The network is divided into several sections. Then 
the knowledge in the deeper portion of the networks is 
squeezed into the shallow ones. During the training, each 
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section of the shallow layer operates as a student, and 
the deepest layer acting as a teacher. We adopt the same 
mechanism for our ViT based network for self-distillation. 
The knowledge of the last encoder block is transferred to 
the former blocks. The KD loss for this is defined as fol-
lows (Fig. 2).

In Eq. 7, ẑ  is the logit of the last block, z1, z2 are the logits 
of the two selected blocks, p

(
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)
= softmax
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�

)
, � is the 

temperature value. Lsoft makes the classifier of the selected 
blocks more accurately by minimizing the KL divergence 
between the softmax of the last block and the one of the 
student model. In Eq. 8, f̂  is the projected vector of feature 
that extracted from the last block, f 1 , f 2 are the ones from 
the two selected blocks. � is the series of input, d is the 
dimension of vectors. Features in the shallower blocks is 
guided by deepest block through Lsim.

2.2.3  Joint Training

Our proposed model aims to enable the network to effi-
ciently recognize sketch and to clearly distinguish the latent 
space of sketch and photo using few sketch-photo pairs. In 
this section, we explain the loss functions used for joint 
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Fig. 1  The structure of ViT-based SBIR (Sketch-Based Image Retrieval) model

Fig. 2  Comparison of positive logits for each block in ViT for self-
distillation
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training. Firstly, we define three input pairs as follows. 
That is, a sketch image x , a photo image y+ belongs to the 
same class of the sketch image x , and a photo image y− 
belongs to another class. We use the triplet loss to perform 
the retrieval task. It makes the distance between sketch and 
image belonging to the same class closer, and the other class 
farther. The triplet loss is as shown in Eq. (10).

Here, g is used to measure the Euclidean distance between 
two features, and m is a margin. it enables to differentiate 
between a pair of sketch-photo of the same class and that of 
different classes.. Our modified triplet loss is represented 
in Eq 11

Here, KL is a KL-Divergence function, and � is a soft-
max function. We consider spherical loss [13] which con-
sists of the angular distance to improve the classification 
performance.
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Despite of the separability of the features, a performance 
degradation can occur if the inter-class variation is not suf-
ficiently discriminative. It is important to learn a center of 
deep features of each class and penalize the distance between 
the deep features and their corresponding classes. It makes 
the feature more distinguishable [14]. The center loss is 
defined as follows.

Here, m is mini-batch size, cyk is the center of each class 
yi . After setting the center of each class, the samples belong-
ing to the corresponding class are positioned close to the 
center. As mentioned above, the proposed model has an aux-
iliary layer for performing task in a total of three encoder 
blocks. For our final loss, we calculate all losses and basic 
cross-entropy loss for classification in each block, multiply 
each coefficient value, and add them all together.
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3  Experiments

3.1  Experimental environments

To evaluate our model, we use two kinds of datasets: TU-
Berlin Extension [16] and Sketchy (extended) [17]. TU-
Berlin Extension is a data set consisting of 20,000 images 
per category in 250 categories and 204,480 photo images 
in the same number of categories as the TU-Berlin pro-
vided in [17]. Sketchy (extended) is a dataset with 125 cat-
egories, 75,000 sketch images and 73,000 photo images. 
In experiments for on both datasets, sketch images in each 
category are split 80 ∶ 20 for training and retrieval evalu-
ation respectively. We resize input images to 224 × 224, 
and random matching sketch and photo images for SBIR. 
We conduct experiments on a few sketch samples. For ZS-
SBIR, we follow the setting in [5] on sketchy and split the 
dataset into 104 categories for training and 21 categories 
for testing, and make making sure that the testing catego-
ries do not appear in the 1,000 categories of ImageNet. We 
randomly choose 30 categories that contain at least 400 
images for testing and the rest 220 categories for training.

We utilize a pre-trained model with ImageNet. Dur-
ing training, we extracted logit and features for perform-
ing task from the classification and retrieval head of each 
selected encoder block. And all of our networks are trained 
for 5 epochs. We adopt the SGD (Stochastic Gradient 
Descent) optimizer and cosine learning rate decay, and 
the learning rate was is set to 0.05 and the weight decay 
to 0.000005. The hyper-parameters required for loss cal-
culation (Eq. 14.) were set to 1.0, 0.15, 1.5, 0.15, and 0.1, 
respectively, and these values could be found through the 
grid search method.

To evaluate the sketch classification task, top-1 accu-
racy is applied, For the SBIR task, we use mean average 
precision (mAP) and precision at top-rank 200 (P@200) 
we use mean average precision (mAP) and at top-rank 200 
(P@200). Also mAP and top-rank 100 (P@100) are used 
for the ZS-SBIR. We test each experiment using 10%, 
25%, 50%, and 100% of entire training images to validate 
the efficiency of the proposed method even though smaller 
usage of data.

3.2  Results and Analysis

3.2.1  SBIR

For evaluating the proposed method on SBIR task, we 
compare our method to StyleMeup [18] for both datasets. 
Table 1 shows results for SBIR task. mAP of our model 
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(w/ SD, 100%) is 0.781 which is slightly higher than that 
of StyleMeup for TU-Berlin. P@200 of our model (w/ SD, 
100%) is 0.835, which is higher than 0.795 of StyleMeup 
for Sketchy data. For SBIR task on Sketchy data, the mAP 
of ours (w/ SD, 100%) is 0.911, which is slightly higher 
than that of StyleMeup. Our P@200 on Sketchy is 0.922, 
only 0.005 lower than that of StyleMeup.

3.2.2  SBIR

The comparison results of Zero-Shot SBIR, which is the 
most challenging task, are shown in Table 2. GZS-SBIR 
[19] proposes a generative model based on an inverse auto-
regressive flow based variational auto-encoder to solve the 
retrieval task on unseen classes. SkechGCN [20] proposes 

a sketch representation using GCN, which simultaneously 
considers both the visual information and the semantic 
information. BDA-SketRet [21] introduced the Jensen-
Shannon divergence, a symmetric KL divergence, to per-
form effective alignment among multi-domain features.

Our proposed model is superior to other similar meth-
ods on both TU-Berlin and Sketchy dataset consistently. 
Specifically, mAP of our model (w/ SD, 100%) is much 
higher than mAPs of GSZ-SBIR and SketchGCN, by 
0.146 and 0.060, respectively on TU-Berlin dataset. On 
the other hand, on Sketchy dataset, our model performs 
much better than the same models by 0.210 and 0.117, 
respectively. Especially, Ours (w/ SD, 10%), using only 
10% of TU-Berlin data for training, show 0.020 higher 
for mAP than SketchGCN. Therefore, it is clear that our 
proposed method works well for with very small data. 
We supplement the retrieval performance of our pro-
posed model qualitatively on TU-Berlin and Sketchy 
datasets.

Table 1  Comparative results of our model against other meth-
ods on SBIR (SD → Self-distillation methods and 10%, 25%, 50%, 
100% → amount of sketch data for training.)

Method TU-Berlin (ext) Sketchy (ext)

mAP P@200 mAP P@200

StyleMeup[18] 0.778 0.795 0.905 0.927
ours (w/o SD) 0.754 0.811 0.890 0.905
ours (w/ SD) 10% 0.620 0.686 0.821 0.859
ours (w/ SD) 25% 0.672 0.731 0.867 0.881
ours (w/ SD) 50% 0.752 0.779 0.883 0.895
ours (w/ SD) 100% 0.781 0.835 0.911 0.922

Table 2  Comparative 
results of our model against 
other methods on ZS-SBIR 
(SD → Self-distillation 
methods and 10%, 25%, 50%, 
100% → amount of sketch data 
for training.)

Method TU-Berlin (ext) Sketchy (ext)

mAP P@200 P@100 mAP P@200 P@100

GZS-SBIR[19] 0.238 - 0.334 0.289 - 0.358
SketchGCN [20] 0.324 0.478 0.505 0.382 0.487 0.538
BDA-SketRet[21] 0.375 - 0.504 0.437 - 0.514
ours (w/o SD) 0.362 0.481 0.519 0.453 0.507 0.550
ours (w/ SD) 10% 0.297 0.360 0.391 0.402 0.468 0.489
ours (w/ SD) 25% 0.352 0.446 0.472 0.443 0.497 0.525
ours (w/ SD) 50% 0.368 0.450 0.484 0.478 0.511 0.546
ours (w/ SD) 100% 0.384 0.507 0.531 0.499 0.552 0.581

Table 3  Results of ablation 
study of the impact of losses

L
ce

L
t

L
T

L
s

L
ct

L
kd

Top-1 mAP

1) O O 85.73 0.642
2) O O O O 89.21 0.860
3) O O 89.04 0.658
4) O O O O 89.42 0.890
5) O O O O O 90.45 0.911

Table 4  Results of ablation study of block selection for self-distilla-
tion

Method Classification SBIR ZS-SBIR

[B4,B8,B12] 87.37 0.856 0.463-
[B6,B8,B12] 86.35 0.882 0.481
[B7,B9,B12] 88.31 0.892 0.477
[B10,B11,B12] 90.45 0.911 0.499
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3.3  Ablation Study and Visualization

3.3.1  Combination of Multiple Loss Functions

To analyze the impact of losses, an ablation study is exe-
cuted for SBIR task on Sketchy dataset as shown Table 3. 
No. 1 (Cross-Entropy and Triplet) shows the lowest perfor-
mance. No. 3 and No. 4, which include Sphere and Center 
losses, have much better than that of No. 1. On the other 
hand, experiment No. 5 which exploited combination of 
most of losses including our proposed losses of Our Triplet 
and KD represents best scores.

3.3.2  Selecting the Proper Encoder Blocks 
for Self‑Distillation

Since our ViT-based network has twelve blocks, there are 
numerous combinatorial cases to consider. Therefore, it is 
necessary to conduct an ablation study to select the blocks 
for self-distillation. For the experiment, we utilized the 
Sketchy dataset and maintained the same hyper-parameter 
settings as in the main experiments. The results of the abla-
tion study on block selection for self-distillation are pre-
sented in Table 4. Among the combinations of blocks, [B10, 
B11, B12] exhibited the best performance across all three 
tasks. Furthermore, it was observed that blocks closer to 
the final block in the student network tended to yield better 
performance compared to those located further back. The 
earliest blocks, such as B1 and B2, are not included in the 
table as their performance is inferior.

In addition, comparison results of positive logits, predicted 
percentage of accurate class, for each block are shown in 
Fig. 2. It's noteworthy that combinations like [B4, B8, B12], 
[B6, B8, B12], and [B7, B9, B12] outperform the performance 
without self-distillation for intermediate blocks (from B4 to 
B8), but the last block's performance is lower. Conversely, 
[B10, B11, B12] shows lower performances for intermedi-
ate blocks (from B4 to B8) compared to [B4, B8, B12], [B6, 
B8, B12], and [B7, B9, B12], yet blocks nearer to the last 
block, such as B10 and B11, exhibit higher performance. This 

implies that distilling blocks closer to the last block in self-
distillation has a more direct impact on the final performance.

3.3.3  Qualitative Impact of ViT in Sketch

Sketch images consists of a contour lines without back-
ground. Figure 3 shows heat maps extracted from the CNN 
model and attention maps extracted from our ViT model for 
photo and sketch images. CNN model is used to generate 
heat maps, region of interest is extract from the heatmap 
using the Grad-Cam. Extracting the region of interest with 
a CNN model shows that the map is formed based on the 
center of the object, as shown in the middle of the Fig. 3. 
On the other hand, extracting the region of interest for the 
ViT-trained network shows that the map is formed around 
the contour of the object as shown in the right of the Fig. 3. 
This shows that the ViT model is a better network for sketch 
recognition compared to the CNN model, by focusing on 
contour rather the center of the object, when performing the 
sketch image classification or retrial.

4  Conclusion

We proposed a modified Vision Transformer (ViT) based 
model with self-distillation for sketch based image retrieval. 
First, we add a token for retrieval and integrate auxiliary 
classifiers of multiple branches to improve the structure of 
ViT network. Second, self-distillation is integrated to enable 
fast transfer learning of sketch domains for ViT network with 
the proposed scheme of adding classifiers and embedding 
vectors to each intermediate layers for improving perfor-
mance. Third, incorporation of KL-Divergence into the 
triplet loss function to mitigate overfitting problems aris-
ing from few input data. Experiments on the TU-Berlin and 
Sketchy dataset show our method to outperform similar 
methods significantly on sketch classification, SBIR, and 
zero-shot SBIR. Even the proposed method shows competi-
tive incase of using only a small percentage of training data 
for zero-shot SBIR especially.

Fig. 3   Results of CNN heat 
map and ViT attention map
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