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Abstract
The suggested work in this paper involves the construction of digital filters by utilizing optimization algorithms to compute 
optimum filter coefficients in such a way that the designed filter's magnitude response is identical to the ideal one. The pro-
posed work takes a nature-inspired approach to optimizing the design of 20th order linear phase finite impulse response (FIR) 
based low pass, high pass and band pass filters. This approach involves the cuckoo search optimization algorithm (CSA) 
and Grasshopper optimization algorithms (GOA) by minimizing the least mean square error function and  L1-norm based 
ones. These GOA and CSA are used to find the best possible values for the filter coefficients. The bench mark algorithm to 
design the FIR filter as Parks–McClellan approach and other recently published optimization algorithms are used to prove 
the superiority of proposed designs. Compared with PM method, real coded genetic algorithm, Cat swarm, Particle swarm 
optimization and some hybrid optimization based ones, the proposed design results have been outperform. Moreover, the 
proposed FIR filters give the best outcome, effectively meeting the target with decreased pass band ripples and higher attenu-
ation in the stop band with a least execution time.

Keywords Digital FIR filters · Fitness function · Parks–McClellan method · Cuckoo search · Grasshopper optimization

1 Introduction

The word "filtering" refers to the method through which fre-
quency spectrum is altered, reshaped, or otherwise manipu-
lated in accordance with a set of rules or criteria. A digital 
filter is a filtering system or device that processes digital 
data to produce a discrete signal. One of the most important 
components of digital signal processing is the filter, which 
has applications in many fields, including but not limited 
to biomedical image processing, communication systems, 
speech processing, and audio signal processing [1]. The 
detection of ECG signal using adaptive Autoregressive 
Modeling and various non-linear techniques are presented 
by Varun et al. [2–6]. Filtering concept plays an important 
role to preprocessing the raw ECG data, which is explained 
in [7, 8]. Recently, Fractional Fourier transform concepts, 
[9–12] and Optimization techniques, [13–15] are used to 

analyze the ECG and EEG signals to improve the health 
monitoring. Especially, [9] Fractional Fourier transform 
used to extract the features of raw ECG signal. Due to this, 
noise can be easily separated without disturbing pathologi-
cal information. In [13], a digital BPF with lower and upper 
cut-off frequencies of 5 and 22 Hz respectively proposed to 
pre-process the ECG data i.e. to reject the distortions due to 
power line interference (PLI), baseline wander (BLW) noise.

Two primary categories of the filters are finite and infinite 
impulse response (recursive). One of the important aspects 
of FIR filter is linear phase response, which causes there 
is no delay distortion involved when the signal is passed 
through the filter and also inherently built in stability char-
acter. Researchers still find the design and implementation 
of digital filters to be a fascinating issue, since they face 
numerous difficulties in limiting waves in the pass band, 
stop band and in amplifying weakening in the stop band 
with the smallest feasible filter order. They are employing 
recently developed nature-inspired algorithms to work on the 
objective issue of maintaining a trade-off between several 
requirements. In the past, two techniques namely window-
ing approach [1] and frequency sampling methods, [16] are 
widely used to construct digital filters. Windowing based 
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design depends on parameter specifications, type of window 
such as Kaiser, Blackman etc. for designing the FIR filter 
but does not gets a accurate results over edge frequencies 
and transmission bandwidth. Moreover, window techniques 
cause side lobe energy due to the presence of side lobes. 
The frequency sampling method, which controls the filter 
response by sampling it at N equally spaced points and gets 
a desired response but there, will be a discontinuity at near 
stop band. Traditional approaches have limitations, such as 
lesser stop band attenuation, maximum ripples present in 
the pass band and also less convergence speed due to the 
higher order of filter. In these techniques, there is a trade-off 
between the filter order and computational complexity. As 
order of filter increases the response is better, but the compu-
tation time as well complexity increase and vice versa. The 
Parks-McClellan method uses different iterations based on 
the error criteria to obtain the FIR filter coefficients.

The main intention of all creatures is the survival. To get 
this, they have been developing and transforming the dif-
ferent methods. Hence, it is intelligent to seek motivation 
from the nature. So, the most of the researchers are attrac-
tive towards nature inspired optimization algorithms than the 
conventional methodologies. Moreover, these algorithms are 
useful to estimating the solutions by using objective or fit-
ness functions and also, provide group of random solutions 
for a given difficulty. In the literature different meta-heuristic 
methods are employed to calculate the global optimum solu-
tion with respect to circumvent these kinds of problem, [17, 
18]. Several works carried out for the design of digital FIR 
filters with the use of optimization methods.

Researchers may choose from a plethora of newly devel-
oped meta-heuristic evolutionary algorithms that use meta-
heuristic methods for FIR filter design and implementa-
tion. Genetic algorithms (GA) [17], real-coded genetic 
algorithms (RCGA) [19], differential evolution (DE) [20], 
particle swarm improvement (PSO) [21], ant colony opti-
mization (ACO) [18] and Simulated annealing [22] are 
only a few examples. Performance comparison of FIR digi-
tal filters using optimization techniques like artificial bee 
colony (ABC), PSO are explained in [23]. Seventh order 
band stop FIR design using Jaya optimization algorithm are 
presented in [24]. Cat swarm based optimization technique 
for the design of various FIR filters are listed in [19]. Some 
of the researchers used hybrid optimization algorithms to 
improve the design of FIR filters namely DEPSO [25] and 
HGWOCS [26]. 1-norm optimization used in the design of 
sparse FIR filters are given in [27] and multi dimensional 
FIR coefficients obtained by the application of min–max 
design methodology presented in [28]. Implementation of 
FIR filters are also plays an important role in the real time 
environment [29]. Linear phase FIR design and implementa-
tion in Virtex 6 field programmable gate array (FPGA) are 
presented in [30]. Implementation of distributed arithmetic 

FIR filters using FPGA are presented in [31]. Differen-
tial evolution approach used in design of FIR filter and its 
transposed direct form implementation is explained in [32]. 
Recently, Grasshopper optimization based FIR filter are 
designed by considering absolute difference error as a fitness 
function, [33]. The aforementioned algorithms suffer from 
issues such as early convergence, ripples in pass band and 
stop band. To overcome these problems this work provide 
an enhanced version of the cuckoo search and Grasshopper 
methods by introducing the  L1- norm and least mean square 
(LMS) error based fitness functions for application in the 
creation of FIR filters.

The paper is arranged as follows. The problem formation 
of digital FIR design with objective functions are explained 
in Sect. 2. In Sect. 3, swarm based Grasshopper optimiza-
tion and Cuckoo search algorithms are presented. Determi-
nation of optimum filter coefficients and simulation results 
using MATLAB are discussed in Sect. 4. Finally, conclusion 
remarks are given in Sect. 5.

2  Problem Formation

The FIR filter's transfer function can be expressed as

here a(n) is the impulse response of the filter and N is the 
length of the filter. FIR filter's frequency response is given 
by

As part of this work, we used a type-1 FIR filter with even 
symmetry and odd length, which may be used for low-pass, 
high-pass and band-pass applications. It is an important to 
take into account the length (N = 21) of the FIR filters as 
well as the specified specifications, which include smaller 
pass band ripples and more stop band attenuation. Consider 
the frequency response of type 1 linear phase FIR filter as

The above (3) can be modified for the length 21 (i.e. odd 
length with even symmetric) as

(1)A(z) =

N−1∑

n=0

a(n)z−n

(2)A(�) =

N−1∑

n=0

a(n)e−j�n

(3)A(�) =

(N−1)∕2∑

n=0

a(n)cos�n

(4)A(�) = a(0) +

10∑

n=1

a(n)cos�n
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where the  coeff ic ients  are  a(0) = h
(

N−1

2

)
 and 

a(n) = h
(

N−1

2
− n

)
.The magnitude response of ideal low 

pass (LP), high pass (HP) and band pass (BP) filters can be 
defined as

where �c is the cutoff frequency for both LP and HP filters. 
Two cutoff frequencies in the pass band region of BP filter 
are�c1 , �c2 respectively. In the optimization based problems, 
fitness function plays an important role on its performance. 
When creating a digital FIR filter, it's crucial to employ a 
suitable fitness function. If a variety of error fitness func-
tions are applied to the same issue, a variety of distinct 
solutions emerge. To get the desired results, proper error 
function selection is required. Mostly three types of error 
functions are considered as minmax error, absolute mean 
error and least mean squared error. In this paper two fitness 
functions are considered one is fitness functionF1 , which is 
L1 norm based one with �p∕�s = 10 and another is,F2 , which 
is Least mean square error based function.

where,�p = 0.1 and �s = 0.01 are the maximum pass-band 
and stop-band ripple levels that may be tolerated in a FIR 
filter design. Least mean square error based function (LMS) 
can be represented as

where A(�) and Aideal(�) are the designed and ideal magni-
tude responses of the filter.

3  Evolutionary Algorithms

3.1  Grasshopper Optimization Algorithm

While grasshoppers may be seen alone in the wild, they 
can produce one of the biggest swarms of any insect. Both 

(5)A
ideal_LP(�) =

{
1; � ≤ ||�c

||
0; elsewhere

(6)A
ideal_HP(�) =

{
0; � ≤ ||�c

||
1; elsewhere

(7)Aideal_BP(�) =

{
1; �c1 ≤ � ≤ �c2

0; elsewhere

(8)

F1 =
∑

𝜔<𝜔C

|||
|||A(𝜔)| − ||Aideal(𝜔)

|||| − 𝛿p
|||

+
∑

𝜔C<𝜔<𝜋

|||||A(𝜔)| − ||Aideal(𝜔)
|||| − 𝛿s

||

(9)F2 =
∑

<𝜔>

(||Aideal(𝜔)
|| − |A(𝜔)|

)2

nymphs and adults exhibit swarming behavior [34]. During 
their larval (nymph) stage, they move very slowly and in 
very little steps, but as adults, they either move very swiftly 
or leap. Looking for food, grasshoppers are affected by their 
social interactions with other insects, the force of gravity, 
and the direction of the wind. In addition to the forces con-
sidered in calculating the grasshopper's future location, grav-
ity is also present but ignored. The first component of in 
(10) takes into account the current grasshopper's position in 
relation to other grasshoppers. In GOA a search agent's next 
position 

(
Yt+1

)
 depending based on where it was, where it 

has to go, and where the other grasshoppers are right now.

Here S is the social force applied on the grasshopper, ubd 
and lbd are the upper limit and lower limits of having dth 
dimension, Td is the target position and c have some para-
metric specifications. Now,

In (11), L represents the maximum number of iterations, 
which may range from 1 to infinity and c is continuously 
updated in (11).

The work flow for the FIR design using grasshopper opti-
mization technique is mentioned in Fig. 1. The step wise 
procedure as follows.

1. Specify the edge frequency 
(
�c

)
 , lower cut-off frequency (

�c1

)
 , higher cut off frequency 

(
�c2

)
 , length of filter,N , 

pass-band ripple 
(
�p

)
 and stop band ripple 

(
�S

)
 for FIR 

filter.
2. Initialize number of search agents (N) , Cmax , Cmin and 

maximum number of iterations (L).
3. Initialize population of search agents Yi(t) has dimension 

equal to a(n).
4. Calculate fitness values for each Yi(t) using (8) and (9).
5. Calculate new search agent position Yi(t + 1) for grass-

hoppers using (10).
6. Calculate fitness value F

(
Yi(t)

)
 for new search agent 

position Yi(t + 1).
7. Contrast the wellness and new (target) solution 

F
(
Yi(t + 1)

)
 and other potential arrangements (search 

agent) fitness F
(
Xi(t)

)
 . If F

(
Yi(t + 1)

)
< F

(
Yi(t)

)
 

replace by Yi(t + 1) and follow the next step. If 
F
(
Yi(t + 1)

)
> F

(
Yi(t)

)
 , then increase counter by 1, until 

it reaches its maximum value or not abandon that solu-
tion until built new search agent (solutions) using (10).

8. Check whether wellness worth of F
(
Yi(t + 1)

)
≤ F

(
Yi(t)

)
 

best search agent (t + 1) as a(n) . Whether that's not the 

(10)Yd
i
= c

(
N∑

j=1

c
ubd − lbd

2
S
(|||y

j

d
− yd

i

|||
)yj − yd

dij

)
+ Td

(11)c = Cmax + l

[
Cmin − Cmax

L

]
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case, see if the maximum iterations have been reached. 
If this is the case, you should exit the software and begin 
the optimization process again, this time using new val-
ues for the design and control parameters. If it is not the 
finest possible location, return to step 5 and try again.

3.2  Cuckoo Search Optimization Algorithm

Cuckoo search was presented as a streamlining strategy in 
2009 by Yang and Deb. The CSA idea depends on the brood 
parasitic way of behaving of some cuckoo flavours and the 
Toll flying instrument of natural product flies [35]. Alterna-
tively, Levy flight refers to a species-specific random walk 
where the step size and direction are determined at random 
in nature. Intra-explicit brood parasitism, agreeable rearing, 
and home takeover are the three main kinds of brood para-
sitism recognized in CSA. According to the foundational 
principles of CSA, each Cuckoo may lay each egg in turn, 
which is then placed into a haphazardly chosen home, and 

the best home (ideal arrangement) containing great eggs is 
passed down to the future. In the event that the host bird 
finds the egg with likelihood pa , which is in the reach [0, 1]. 
The best nest is identified as the one with the lowest value of 
fitness function, which is calculated for each possible solu-
tion. Using Levy flight, new solutions (such as this host nest) 
are generated. The following equation describes the Levy 
flight mechanism:

where xm
i

 is the current (nest) solution and xm+1
i

 is the (nest) 
solution in next iteration. Here 𝛼 > 0 is the step size, which 
can be used as a scaling factor and � is the Lévy index which 
controls the Lévy mechanism when step size is large and the 
applied power law is as follows:

Finally, the fitness function is calculated and applied 
to each fresh set of solutions. The conventional fitness 
model is contrasted with the modern one. If the new one 
is superior than the old one, then there is a certain likeli-
hood, denoted by the proportion pa , that the nests will be 
worse than the old ones. The consequence is the so-called 
"abandoned nest" solution and the most prestigious roost is 
protected. As long as the greatest fitness value for the best 
nest is being achieved. Figure 2, shows the flow diagram for 
the FIR design using CSA and the procedure for FIR filter 
design as follows.

1. Firstly, specify the edge frequency 
(
�c

)
 , lower cut-off 

frequency ( �c1 ), higher cut off frequency ( �c2 ), length 
of the filter,N , pass-band ripple 

(
�p

)
 and stop band ripple (

�s

)
 for FIR filter.

2. Initialize number of host nests (N), � and pa within the 
range [0, 1], maximum number of iterations (L).

3. Make initial population of the host nests xm
i

 has dimen-
sion equal to a(n).

4. Calculate fitness value (F) for each xm
i
 using (8) and (9).

5. Generate new solution (position) using (12) and cal-
culate fitness value F

(
Xi(m + 1)

)
 for new search agent 

position Xi(m + 1).
6. Compare the fitness with new solution F

(
Xi(m + 1)

)
 and 

other possible solutions (search agent) fitness F
(
Xi(m)

)
 . 

If F
(
Xi(m + 1)

)
< F

(
Xi(m)

)
 , replace Xi(m) by Xi(m + 1) 

and follow the next step. If F
(
Xi(m + 1)

)
> F

(
Xi(m)

)
 , 

then increase the counter by 1, until it reaches its maxi-
mum value or not abandon that solution built new search 
agent (solutions) using (12).

(12)xm+1
i

= xm
i
+ 𝛼 ⊕ Lėvy(𝜆)

(13)Lėvy(x) = m−𝜆, (1 < 𝜆 ≤ 3)

Fig. 1  Flow chat for FIR filter design using GOA algorithm
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7. Select best solution from the desired solution 
best

(
Xi(m + 1)

)
 . On the off chance that indeed, plan 

FIR filter utilizing best F
(
Xi(m + 1)

)
 as a(n) and stop 

the enhancement calculation strategy. Whether not, then 
check whether the cutoff has been gone after empha-
ses. If so, halt the process and begin the optimization 
phase once again, this time using a different value for the 
design and a new set of control parameters. In the event 
that this is not the case, go to step 5 and keep trying until 
find the optimal solution.

4  Simulation Results

In this work taken the both L1 norm and LMS error based 
fitness functions to evaluate the GOA and CSA optimi-
zation algorithms. The simulations are carried out using 

MATLAB R2021a simulation software with an Intel 
Core i5 processor, running at 2.70 GHz, and 4 GB of 
RAM. These algorithms are run around 50 times, with 
each trial slightly modifying the method parameters and 
filter specifications, until the optimal result is reached. 
The considered control parameters to design of FIR filters 
using GOA and CSA are listed in Table 1. These results 
are also compared with the one of finest algorithm, Parks-
McClellan approach.

4.1  Low Pass Filter Design

The specifications of low pass filter chosen as cutoff fre-
quency, �c = 0.4� and filter length, N = 21 . Each iteration 
of the GOA and CSA algorithm relies on an evaluation of the 
error fitness functions described by (8) and (9). The obtained 
optimum low pass filter coefficients are listed in Table 2. The 
LP filter magnitude response and its dB scale plots based on 
CSA and GOA algorithms are shown in Figs. 3 and 4. Based 
on the magnitude plot, it is clear that the GOA with LMS 
based function gives better response compared to the CSA 
and PM methods. From the Table 5, it is clear that the mini-
mum pass band ripple of GOA with F2 is 0.000361 (normal-
ized) and maximum stop band attenuation of 69.0788 dB, 
which are more effective than the existed algorithms.

4.2  High Pass Filter Design

The specifications of high pass filter chosen as cutoff fre-
quency of �c = 0.4� , and filter length, N = 21 . The derived 
optimum filter coefficients of high pass filter using CSA 
and GOA with L1 norm and LMS based fitness functions 
mentioned are listed in Table 3. The magnitude response of 
designed FIR high pass filter both normalized and dB scale 
are shown in Figs. 5 and 6. Also, observed that the superior-
ity of CSA with an L1 norm-based fitness function by getting 
lower pass band ripple value and increased attenuation in the 
stop band region. The pass band ripple and stop attenuation 
for CSA with F1 based one are 0.0004924 (normalized) and 

Fig. 2  Flow chat for FIR filters design using CSA

Table 1  Control parameters of 
GOA and CSA algorithms

Parameter GOA CSA

Population size 30 30
Max.iterations 100 100
Step size – 1
Cmax 1 –
Cmin 0.0004 –
pa – 0.25
Lower bound −1 −1
Upper bound  + 1  + 1
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66.15 dB, which are better compared existed techniques (see 
Table 6).

4.3  Band Pass Filter Design

Choose the two cutoff frequencies, �c1 = 0.3� , �c2 = 0.7� 
and filter length, N = 21 in the design of band pass filter. 
Equations (8) and (9) establish the error fitness function 
that is employed by the optimization algorithms namely 
CSA and GOA and is tested at each iteration to determine 
the best possible outcome. The filter coefficients are con-
strained to values between −1 and +1 . Table 4 contains the 
20th order filter coefficients and the FIR filter is created 
and contrasted with the best reaction of the filter. Figures 7 
and 8, shows the magnitude response comparison of the 
band pass filters based on CSA, GOA and PM methods and 
noticed that the L1-norm based CSA have more effective in 
terms of pass band ripple as 0.0020 (normalized) and stop 
band attenuation of 53.8289 dB than the other methods 
(see Table 7).

4.4  Performance Comparison of Proposed FIR 
Design with Existed Designs

The performance metrics like pass band ripple and maxi-
mum stop attenuations values are considered to evaluate the 
FIR magnitude response. Tables 5, 6, 7, shows the perfor-
mance comparison of proposed FIR LP, HP and BP filters 
using CSA, GOA methods with Parks-McClellan (PM) and 
also the other popular existed algorithms like Particle swarm 
optimization, real coded genetic algorithm etc. It is evident 
that the GOA with F2 based FIR low pass and CSA with F1 
used band pass and high pass filters have less pass band rip-
ple values of 0.000361, 0.0020, 0.0004924 compared to the 
existed works. GOA with the application of F2 used FIR LP 

Table 2  The coefficients of 20th order low pass FIR filter

h(k) GOA +  F1 GOA +  F2 CSA +  F1 CSA +  F2

h(0) = h(20) −0.009033042 −0.00645547803987428 −0.0371292838662252 −0.0444732053245491
h(1) = h(19) −0.050385813 −0.0325519406445828 −0.0324234230503695 −0.0184248869016347
h(2) = h(18) 0.014359104 −0.0238078077663161 −0.0614590548428980 −0.0270756990282441
h(3) = h(17) 0.009499832 0.0269017745357649 0.0572401658437931 −0.00966037871961607
h(4) = h(16) 0.07434235 0.0503736597481984 0.00440465974422987 0.0503736597481984
h(5) = h(15) 0.008157423 2.84241588771999e− 05 −0.00126785657853041 −0.0646391639088554
h(6) = h(14) −0.063299183 −0.0756686378248426 −0.0260782529353351 −0.0633329306096833
h(7) = h(13) −0.049368903 −0.0624078940893232 −0.0778099300874168 −0.0945704228192420
h(8) = h(12) 0.077819951 0.0936275006237839 0.0786942206426055 0.0542873274603786
h(9) = h(11) 0.303159829 0.302643052977871 0.294304923137992 0.313834678565904
h(10) 0.432889939 0.400131662032847 0.350295231022585 0.313859031523229

Fig. 3  20th order Low pass filter magnitude response

Fig. 4.  20th order Low pass filter magnitude response in dB
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gives the more stop band attenuation of 69.0788 dB com-
pared to the other designs and CSA with F1 used FIR HP and 
BP filters have 66.1526 dB, 53.8289 dB stop band attenua-
tion values, which are better compared to the reported algo-
rithms. Hence, it is clear that the GOA using LMS based 
fitness function of FIR LP gave better response compared to 
the other designs. Also, Cuckoo Search optimization algo-
rithm using L1 norm based fitness function have more effec-
tives in the FIR HP and BP filter design compared to the PM 
approach and well known existing PSO, RCGA, Cat swarm 
optimization algorithms in terms of its pass band ripple val-
ues and stop band attenuations.  

5  Conclusion

This work proposes a L1 norm and least mean square error 
based cuckoo search optimization algorithm (CSA) and 
Grass hopper optimization (GOA) to design of 20th order 
digital FIR low pass, high pass and band pass filters with 
optimal parameters and compares these designs with Parks-
McClellan (PM) method as well the popular existing meth-
ods like PSO and RCGA in terms of how closely these 
approaches the ideal response of the filters. By utilizing 
optimization techniques to determine the minimum value 
of a fitness function, we have been able to derive the filter 
coefficients for the LP, HP and BP filters. By considering 
parameters as pass band ripple and stop band attenuation 
values, we can estimate performance of digital FIR filters. 
Finally, we conclude that the proposed algorithm with L1-
norm and LMS based fitness functions are more effective in 
terms of reduced ripples in the pass band and higher attenu-
ation in the stop band regions.

Table 3  The coefficients of 20th order high pass FIR filter

h(k) GOA +  F1 GOA +  F2 CSA +  F1 CSA +  F2

h(0) = h(20) 0.0837058441048871 0.0592128431222037 0.00529923245872362 −0.106746250931227
h(1) = h(19) 0.0291827567948061 0.00728116010287759 0.112707464283702 −0.112707464283702
h(2) = h(18) −0.0419509558262353 0.0638306417254423 −0.0534518004555954 0.00445046451361369
h(3) = h(17) −0.0268135745127599 0.000524372709815137 0.0387053456813000 0.0753488334986348
h(4) = h(16) 0.0541247236072191 0.0441926389779437 0.0389765703425025 0.0160857904691019
h(5) = h(15) 0.115942946969394 0.0839193123820711 −0.0123052436787037 −0.0924291872567183
h(6) = h(14) −0.0258990204819375 −0.0175766453685982 −0.0774874415542033 0.00475098848312165
h(7) = h(13) −0.0736936326667466 −0.0769677465734525 −0.0556337844781340 0.144775690306194
h(8) = h(12) 0.0337217786695439 0.0878063453233041 0.0753644383246082 0.0273407767580274
h(9) = h(11) 0.303997141424549 0.335263495143731 0.263575866687947 −0.327886262392887
h(10) −0.492711437009251 −0.518300870115979 −0.536495642748384 0.450479713262530

Fig. 5  Magnitude response of 20th order High pass filter

Fig. 6  Magnitude response of 20th order High pass filter in dB
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Table 4  The coefficients of 20th order band pass FIR filter

h(k) GOA +  F1 GOA +  F2 CSA +  F1 CSA +  F2

h(0) = h(20) 0.00129930581087673 −0.0430537023268771 −1.38396327126263e−05 0.0368180594117823
h(1) = h(19) 0.0229290946529219 0.0114467660291767 −8.54019370831930e−06 −0.00759112807708552
h(2) = h(18) −0.0873970849140261 0.0852722333011380 0.0756935222045077 0.0941630797213582
h(3) = h(17) 0.0301162979714039 0.0129237344122199 −2.15049389966392e−05 0.0311909153058286
h(4) = h(16) 0.0486327440664807 −0.0502639274359107 −0.0623763986331175 −0.0586288496644666
h(5) = h(15) 0.0296003497259735 0.00724989804018568 1.50131273024922e−05 −0.0200506338501435
h(6) = h(14) 0.0986788787953561 −0.0809730146031286 −0.0935467936147949 −0.122154974002092
h(7) = h(13) 0.0167932177302756 −0.00556164417479597 −4.47837839943810e−06 0.00407726882206788
h(8) = h(12) −0.303508912032339 0.317181589579520 0.302746742398532 0.311372206509624
h(9) = h(11) −0.00796631916321873 −0.0190023744239596 7.34142896446947e−06 −0.0313462831857774
h(10) 0.475182328037499 −0.386988601751970 −0.399990455460537 −0.426446449091885

Fig. 7  20th order Band pass filter magnitude response

Fig. 8  20th order Band pass filter magnitude response in dB

Table 5  Performance comparison of FIR LP filter with existed ones

Algorithm Order Maximum pass band 
ripple (normalized)

Stop band 
attenuation 
(dB)

Modified PSO [36] 30 0.1513 < 32

Hybrid algorithm [37] 20 0.291 < 28

DEPSO [25] 20 > 0.1232 < 28

Cat Swarm algorithm 
[19]

20 0.164 33.99

RCGA [16] 20 0.120 26.1122
PSO [19] 20 0.230 28.0341
HGWOCS [26] 20 0.036 30.588
Parks-McClellan(PM) 20 0.0096 40.3257
GOA + F1 20 0.0034 49.4776
GOA + F2 20 0.000361 69.0788
CSA + F1 20 0.0043 47.3183
CSA + F2 20 0.0016 56.0884

Table 6  Performance comparison of FIR HP filter with existed ones

Algorithm Order Maximum pass band 
ripple (normalized)

Stop band 
attenuation 
(dB)

Cat Swarm algorithm 
[19]

20 0.132 33.62

RCGA [19] 20 0.110 25.2541
DE [19] 20 0.1302 29.16
PSO [19] 20 0.120 28.1321
HGWOCS [26] 20 0.023 35.8371
Parks-McClellan(PM) 20 0.0114 38.8845
GOA + F1 20 0.0051 45.8997
CSA + F1 20 0.0004924 66.1526
GOA + F2 20 0.0044 47.1590
CSA + F2 20 0.0129 37.7836
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