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Abstract
Linear motion systems with servo drives are employed in high-precision machine tool applications. The PID controller is 
commonly employed in servo-based linear motion systems to correct positioning inaccuracies caused by thermal expansion 
of the ball screw assembly and encoder measurement. Different classical and heuristic approaches are used for optimal PID 
tuning of servo controllers used in linear motion systems. Integral-based or performance-index- based error minimizing 
functions found in the literature do not meet all of a dynamic system's performance requirements. In this paper, the multi-
objective cost function using both the integral time absolute error function and performance index parameters such as rise 
time, settling time, and peak overshoot is formulated based on the non-dominated solutions of the pareto front obtained using 
a multi-objective genetic algorithm (MOGA). The proposed objective function is used to tune the PID controller model of 
a linear motion system using the particle swarm optimization algorithm, the BAT algorithm, the whale optimization algo-
rithm, and the aquila optimizer. The simulation and validation results show that the MOGA-based multi-objective function 
outperforms standard error minimizing objective functions and classical fractional order PID control algorithms in tuning 
PID Servo controllers of linear motion systems.

Keywords  Linear motion system · Ball screw assembly · PID controller · FOPID · MOGA · PSO · WOA · AO · BAT

1  Introduction

Ball screw-based linear motion systems are widely used in 
precision motion tool applications [1]. The performance of 
the servo controller used in linear motion systems depends 
on its response to the machine dynamics. The PID control 
algorithm is employed in most industrial controllers due to 
its simple, efficient and easy implementation. It can use pro-
portional action to correct errors, integral action to eliminate 
steady state offsets, and derivative action to anticipate the 
future [2]. The PID-based servo controller used in linear 
motion systems should be optimally tuned to respond to the 
positional errors due to feed screw pitch and torsion errors 

[3], temperature induced errors [4, 5], and encoder measure-
ment errors [6]. The traditional PID tuning algorithms [7, 
8] use complex equations which require domain expertise 
to design an optimal controller for motion control applica-
tions. Also, since these algorithms focus on specific oper-
ating characteristics of the system, they will not respond 
appropriately when those values change. Hence, the tuning 
of PID controllers using meta-heuristic optimization algo-
rithms has been proposed by researchers in recent decades 
[9]. The optimization algorithms used in PID controllers 
search for optimal tuning parameters. The objective function 
is defined in the optimization algorithms to meet the specific 
performance criterion [10].

Kitsios and Pimenides designed a PID controller for a 
servo motor using genetic algorithm (GA) techniques. Since 
the integral squared error (ISE) function weights errors 
equally independent of time which results in a long settling 
time, the integral time squared error (ITSE) is used as per-
formance criteria to improve the step response of a controller 
[11]. Mirzal et al. compared the results of objective func-
tions of integral time absolute error (ITAE), integral abso-
lute error (IAE), mean squared error (MSE), ITSE, and ISE, 
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in tuning GA based PID controllers [12]. Mohd Sazli et al. 
implemented a PID controller using GA and a Differential 
Evolution (DE) algorithm by assigning MSE and IAE as 
their objective functions [13]. Renato A. Krohling and Joost 
P. Rey designed a GA based optimal PID algorithm which 
uses ITSE as its performance index [14]. A GA based opti-
mized shaped permanent magnet model is used for improv-
ing the performance parameters of the permanent magnet 
Vernier machine [15, 16]. Anil kumar and Giriraj kumar 
used MSE, IAE, ITAE, and ISE as their error minimizing 
performance indices for tuning a PID controller using the 
whale optimization algorithm [17]. WaelNaji et al. proposed 
GA based optimization of a PID controller for a multi vari-
able process in which ITAE is chosen as a main performance 
criterion due to its shorter settling time and overshoot [18].

Since the classical error minimizing functions such as 
ITAE, ISE, IAE, and MSE are insufficient for enhancing 
optimal tuning of PID parameters, the time domain param-
eters such as settling time (Ts), rise time (Tr), steady state 
error (Ess) and percentage of overshoot (M) are included 
in the objective function. The weights are selected for the 
above criteria based on the performance requirements of the 
user [19]. Latha et al. proposed a PSO based multi-objective 
algorithm for tuning the PID controller of stable and unstable 
systems. The multi-objective function is formulated using a 
weighted sum of ISE and time domain constants such as 
overshoot Mp and settling time ts. The weights for the above 
three constraints are selected as w1 = w2 = 1 and w3 = 0.5 
[20]. Arturo Y et al. proposed a GA based multi-objective 
function which uses a weighted sum of ISE, MSE, and 
peak overshoot value for tuning servo systems. The weights 
for the above constraints are selected as w1 = w2 = 0.3and 
w3 = 0.4 [21]. Andrey et al. proposed a GA based multi 
objective optimization technique which uses two objective 
functions independently to provide better reference track-
ing and disturbance rejection [22]. A GA-based optimized 
model is used for improving the performance parameters 
of axial flux permanent magnet machine (AFPM) [23, 24]. 
Oguzhan Karahan proposed a multi-objective cost function 

that includes four performance parameters such as steady 
state error, overshoot, settling time, and rise time for opti-
mal tuning of PID parameters using the cuckoo search algo-
rithm [25]. M. H. A. Hassan used a modified ITAE function 
for tuning the PID parameters of a brushed dc motor [26]. 
Ayman A.aly proposed a multi-objective function based on 
ITAE, peak overshoot, and steady state error, in which the 
weights for the objective function are selected randomly by 
a user [27].

According to the research papers, researchers choose the 
error minimizing functions ISE, IAE, MSE, ITSE, and ITAE 
for tuning the PID controller depending on the nature of 
the applications. Few scholars use a weighted sum function 
that combines any one or more of the error minimization 
functions with performance criteria functions (Tr, Ts, Mp) 
to achieve optimal performance results. But, the weights for 
these functions are selected based on user requirements or 
through an error and trial approach.

In this paper, a new multi-objective function that includes 
ITAE and time domain parameters such as overshoot, rise 
time, and settling time is used for optimal tuning of servo 
controller parameters. The weights for the above perfor-
mance criteria functions are obtained from MOGA pareto 
optimal solutions. The novel multi-objective function is 
evaluated with the model of a servo based linear motion 
system using PSO, WOA, BAT, and AO algorithms. The 
obtained results using the proposed objective function show 
superior results to those obtained using conventional error 
minimizing functions such as ITAE and typical PID and 
FOPID controller algorithms.

2 � Mathematical Modeling of Linear Motion 
System

Figure 1 shows the schematic diagram of a linear motion 
system that consists of a DC servo motor and ball screw 
assembly. The rotary motion provided by the DC servo 
motor is converted into a linear motion using the ball screw 

Fig. 1   Schematic diagram of linear motion system
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assembly. Ball screws are often stated in terms of lead, 
which is the linear movement the nut makes per one screw 
revolution.

The transfer function for the linear motion system is 
derived using the equations of the DC servo motor and ball 
screw assembly [28]. The electrical circuit of the DC servo 
motor is given in Fig. 2. The transfer function of a DC servo 
motor [29] is given in Eq. (1).

where θ(s) is angular position, Jm, Bm are mechanical con-
stants, Ra, La are armature resistance and Inductance, k1, kb 
is Torque and emf constants

The mechanical constants Jm and Bm must be specified 
to analyze the DC servo motor coupled to the ball screw 
assembly. The mechanical constants Jm and Bm is calculated 
using the gear box relationship, N1and N2, the inertia JL and 
damping BL of the load, as given in Eq. (2)

The transfer function of linear motion system is given by

where P = 2π/L, L represents the lead of the screw.
The specifications of the linear motion control system 

[30] consisting of a DC servo motor and ball screw assem-
bly are given in Table1. Substituting the parameter values 
of the linear motion system into Eq. 3, gives the transfer 
function as

(1)
�(s)

Va(s)
=

k1[
Jms

2 + Bms
][
Las + Ra

]
+ ktkbs

(2)Jm = Ja + JL

(
N1

N2

)2

; Bm = Ba + BL

(
N1

N2

)2

(3)G(s) =
k1[

P[Jms
2 + Bms

][
Las + Ra

]
+ k1kbs]

(4)G(s) =
232600

s3 + 18.44s2 + 30.37s

3 � MOGA Based Objective Function

The objective functions used for tuning PID controllers can 
be classified into integral and performance-index based 
functions. The integral functions that are used to tune PID 
controllers are as follows:

where e (t) is the system error, which is the difference 
between the set point and actual value.

The maximum overshoot, steady state error, rise time and 
settling time are the performance based indices functions 
used to tune the PID controller.

(5)IAE =

t

∫
0

|e(t)|dt

(6)ITAE =

t

∫
0

t|e(t)|dt

(7)ISE =

t

∫
0

e2(t)dt

(8)MSE =
1

t

t

∫
0

(e(t))2dt

(9)Minimize (F1, F2, F3, F4)

(10)Minimize
(
ITAE, Tr, Ts, Mp

)

Fig. 2   Electrical equivalent circuit of DC servo motor

Table 1   Parameters of linear motion control system

Parameter Definition Values

B
m

Equivalent viscous friction coefficient [Nms/rad] 0.02
B
L

Load damping constant [Nms/rad] 1
J
a

Motor inertial constant [Kgm2] 0.02
B
a

Motor damping constant [Nms/rad] 0.01
J
L

Load inertial constant [Kgm2] 1
K
t

Motor torque constant [Nm/A] 0.5
J
m

Equivalent moment of inertia [Kgm2] 0.03
K
b

Back emf constant [Vs/rad] 0.5
L
a

Motor armature inductance [H] 0.45
R
a

Motor armature resistance [Ω] 8
N
1
 , N

2
Gear teeth (respectively) 25,250

L Lead of the screw (mm) 1
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Equation (9) refers four objective functions of MOGA 
ie. F1, F2, F3, F4, where function F1 represents the integral 
based error minimizing function (ITAE) and the function 
F2, F3, F4 are rise time, settling time and peak overshoot 
respectively.

The MOGA algorithm generates a set of pareto optimal 
solutions denoted by Po = 

{
�������⃗kpo1,

�������⃗kpo2,… ., �������⃗kpon,
}

 based on the 
above objective functions for optimal tuning of the PID con-
t r o l l e r .  G i v e n  t h e  o b j e c t i v e  f u n c t i o n 
�����⃗f (k) =

[
f1(

��⃗k), f2(
��⃗k),… , fm(

��⃗k)
]
 , pareto front generated by 

MOGA is given by:

The pareto front generated by a MOGA is converted into 
a single weighted sum of objective functions given by:

where wi are the weights of the objective functions that give 
the relative importance of the individual objective functions 
on the overall multi-objective function. The weights of the 
individual objective functions are calculated using the fol-
lowing relation:

(11)Pf =

⎧
⎪⎪⎨⎪⎪⎩

f1

�
�����⃗kpo1

�
f2

�
�����⃗kpo1

�
⋯ fm

�
�����⃗kpo1

�

f1

�
�����⃗kpo2

�
f2

�
�����⃗kpo2

�
⋯ fm

�
�����⃗kpo2

�

f1

�
�����⃗kpon

�
f2

�
�����⃗kpon

�
⋯ fm

�
�����⃗kpon

�

⎫⎪⎪⎬⎪⎪⎭

(12)J
(
k⃗
)
=

m∑
i=1

wifi

(
k⃗
)

where µi and µj are the mean values of the pareto solutions 
obtained using individual objective functions.

Figure 3 is the block diagram of proposed MOGA based 
PID tuning of linear motion system. The proposed objective 
function is formulated by the weighted sum of the objective 
function given by:

where wIT, wr, ws, wpo are the weights for ITAE, rise time, 
settling time, and peak overshoot calculated using pareto 
optimal values obtained using the MOGA algorithm.

4 � Servo PID Tuning Algorithms

4.1 � PSO Servo‑PID Tuning

Particle Swarm Optimization (PSO) is a popular stochastic 
optimization approach that is based on social behavior. In 
PSO, the particle adjusts its movement in order to achieve 
its individual best position as well as the global best posi-
tion achieved by any member of its neighborhood [31]. The 
pseudo code for PSO algorithm is given below.

(13)wi =
1

�i ×
∑l

j=1

1

�j

(14)J(X) = wITJIT + wrJr + wsJs + wpoJpo

Fig. 3   Block diagram of MOGA 
based PID Tuning
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In each iteration, the particle position and velocity are 
updated using the following equations:

where i is the swarm size, w is the inertia weight, ri1 and ri2 are 
random numbers uniformly distributed within the range of 0 to 
1, and c1 and c2 are the cognitive and social parameters, respec-
tively. Figure 4 is the pseudo code for the PSO algorithm. At 
each iteration, the PSO algorithm updates the position and 
velocity of each particle based on the given objective function.

4.2 � WOA Based Servo PID Tuning

In the WOA optimization technique, the behavior of hump-
back whales attacking prey using a method of prey encir-
cling, bubble-net strategy and search for prey is mathemati-
cally modelled. The humpback whales travel in a shrinking 
circle around the prey while also swimming along a spiral-
shaped path [32]. The behavior of encircling the prey is 
modelled by the equation:

where X* is the updated best position vector, �⃗X is the current 
position vector and A⃗, C⃗ are coefficient vectors calculated as 
follows:

(15)Vk+1
i

= wVk+1
i

+ C1r
k
i1

(
Pk
i
− Xk

i

)
+ C2r

k
i2

(
Pk
g
− Xk

i

)

(16)Xk+1
i

= Xk
i
+ Vk+1

i

(17)D⃗ =
|||C⃗.X⃗ ∗ (t) − X⃗(t)

|||

(18)X⃗(t + 1) = X⃗ ∗ (t) − A⃗.D⃗

A⃗ = 2a⃗.r⃗ − a⃗

where r⃗ is a random vector in [0,1], a⃗ is decreased linearly 
from 2 to 0 during the process of iterations.

The behavior of bubble net attacking method is modelled 
as:

where p is a random number in [0,1], b is a constant rep-
resenting the shape of the logarithmic spiral, l is a random 
number in [− 1,1].

The behavior of random prey search is modelled as 
follows:

The pseudo code for WOA algorithm is given below:

c⃗ = 2.r⃗

(19)X⃗(t + 1) =

{
X⃗ ∗ (t) − ��⃗A .D⃗ if p < 0.5

���⃗D� .ebl. cos (2𝜋l) + X⃗ ∗ (t) if p ≥ 0.5

(20)D⃗ =
|||C⃗. �������⃗Xrand − X⃗

|||

(21)X⃗(t + 1) = �������⃗Xrand − A⃗.D⃗
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4.3 � Bat Based Servo PID Tuning

The Bat algorithm uses echolocation characteristics of micro 
bats to find prey. Bats fly at a random velocity vi at point xi 
with a fixed frequency fi, varying its wavelength l, and loud-
ness A0 in search of prey. They may automatically adjust the 
wavelength (or frequency) of their generated pulses as well 
as the rate of pulse emission r in the range [0, 1] depending 
on the proximity of their target [33]. Each bat's frequency, 
velocity, and position are updated as follows:

(22)fi = fmin +
(
fmax − fmin

)
�

where β is a random number in [0, 1], x* is the current 
global best position obtained by comparing the fitness val-
ues of all the n bats. The pseudo code for the BAT algorithm 
is given below:

(23)vi(t) = vi(t − 1) +
(
xi(t) − x ∗

)

(24)xi(t) = xi(t − 1) + vi(t)

Fig. 4   PID tuning of a linear 
motion system using a Matlab 
PID auto-tuner b FOPID 
Controller
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4.4 � Aquila Based Servo PID Tuning

The Aquila optimizer is a newly designed algorithm based 
on the Aquila's prey-catching behavior. The Aquila catches 
its prey using the four methods listed below. 1) By com-
pleting a high soar with a vertical stoop, it recognizes the 
prey area and chooses the optimum hunting area (Enlarged 
exploration) 2) When a high soar locates a prey spot, the 
Aquila circles over it, prepares the land, and then attacks, 
a maneuver known as Contour flight with short glide 
attack(Narrowed exploration) 3) Once the prey location has 
been precisely detected, the Aquila descends vertically with 
a preliminary attack to detect the prey reaction, a method 
known as "low flying with slow descent attack” (Enlarged 
exploitation) 4) When the Aquila gets close enough to the 
target, it uses stochastic motions dubbed "walking and grab-
bing" to attack the prey on the ground [34]. These four meth-
ods can be mathematically modelled as given below:

The enlarged exploration is given by the equation:

where Xbest (t) is the best position obtained until the tth itera-
tion, the term (1 − t/T) is used to control the expanded explo-
ration, and XM(t) is the mean position value of the current 
solutions at the tth iteration.

(25)
X1(t + 1) = Xbest(t) ×

(
1 −

t

T

)
+
(
XM(t) − Xbest(t) ∗ rand

)

The narrowed exploration is given by the equation:

where X2 (t + 1) is the position of the next iteration of t, D is 
the dimension space, XR(t) is the random position taken in 
the range of [1N] at the ith iteration and Levy(D) is the levy 
flight distribution function which is given by:

where s is a constant value assigned as 0.01, u and v are 
random numbers between 0 and 1 and σ is calculated using 
the equation:

where β is a fixed constant value of 1.8.
In Eq. (26), y and x are used to configure the spiral shape 

in the search, which are calculated using the equation:

where,

The enlarged exploitation is modelled using the equation:

where X3 (t + 1) is the position obtained using the third 
search method for the next iteration of t, Xbest (t) is the best 
obtained position until ith iteration, XM (t) is the mean value 
of the current position at tth iteration, rand refers to a ran-
dom value in [0,1], α and δ are the exploitation adjustment 
parameters kept at small values.LB and UB are the lower and 
upper bounds of the PID tuning parameters.

The narrowed exploitation is given by the equation:

(26)
X2(t + 1) = Xbest(t) × Levy(D) + XR(t) + (y − x) ∗ rand

(27)Levy(D) = s ×
� × �

|v| 1

�

(28)� =

⎛
⎜⎜⎜⎝

(1 + �) × sin e
�

��

2

�

�
1+�

2

�
× � × 2

�
�−1

2

�

⎞
⎟⎟⎟⎠

(29)y = r × cos (�)

(30)x = r × sin (�)

(31)r = r1 + U × D1

(32)� = −w × D1 + �1

(33)�1 =
3 × �

2

(34)
X
3
(t + 1) =

(
X
best(t) − X

M(t)
)
× � − rand

+ ((UB − LB) × rand + LB) × �

(35)
X4(t + 1) = QF × Xbest(t) −

(
G1 × X(t) × rand

)
− G2 × Levy(D) + rand × G1
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where X4(t + 1) is the position obtained using the fourth 
search method for the next iteration of t, QF refers to the 
quality function at tth iteration given by the equation:

(36)QF(t) = t

2×rand()−1

((1−T)2)

G1 is the different motions used by Aquila to track the 
prey given by the equation:

G2 refers to the flight slope of Aquila having values 
decreasing from 2 to 0, which is given by the equation:

(37)G1 = 2 × rand() − 1

Table 2   Tuning and 
performance parameters of PID 
and FOPID controller

Optimizing algorithm Servo PID tuning parameters Performance parameters

Kp × 10–3 Ki × 10–3 Kd × 10–3 Mp Tr Ts Ess

PID auto-tuner 0.59 0.18 0.21 12.6 0.42 4.35 0.009
FOPID 0.48 0.17 0.21 9.1 0.45 1.53 0.004

Fig. 5   Bode plot of a linear 
motion system tuned using 
a PID controller b FOPID 
controller
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The pseudo code for AO algorithm is given below.

(38)G2 = 2 ×
(
1 −

t

T

)

Table 4   Objective function weight calculation using pareto front sets

Pareto front sets

ITAE Tr Ts Mp

Mean value, µ 0.02103 0.1577 3.382 2.594
Contribution percentage 0.00342 0.0256 0.5494 0.4215
Weight value 0.87129 0.1162 0.0054 0.0071

Table 3   MO-GA Algorithm parameters for tuning linear motion con-
trol system

MO-GA algorithm parameters

Population size = 50
Cross over fraction = 0.8
Cross over function = intermediate; cross over ratio = 1
Migration fraction = 0.2
Migration interval = 20
Selection criteria = Tournament; Tournament size = 2
Mutation criteria = Constraint-dependent
Pareto Fraction = 0.35
Distance measure function: @distancecrowding
MaxStallGenerations = 100

Fig. 6   PSO convergence curve for various objective functions
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5 � Results and Discussion

The linear motion system model given in Eq. (3) is initially 
tuned using the PID auto tuner function available in matlab. 
The PID auto-tuner function which includes the required 
robustness in the model provides high peak overshoot and 
settling time as shown in Fig. 4a and Table 2. The model 
is then tuned using the FOPID controller using the ninte-
ger tool box in matlab. The five parameters are tuned to 
enhance the performance against uncertainties in system 
model, high frequency noise and load disturbances. The five 
parameters are tuned as follows: kp = 0.00048, Ki = 0.00017, 
KD = 0.00021, λ = − 0.5, µ = 0.05. The FOPID algorithm 
gives better performance parameters than the classical PID 
algorithm as shown in Fig. 8b and Table 2. The closed loop 
stability of the proposed model is verified using the bode 
plot for PID and FOPID controllers as shown in Fig. 5a and 
b.

This transfer function given in Eq. (3) is used for optimal 
tuning of the Servo PID controller used in linear motion sys-
tems using a heuristic approach. In this work, a new objec-
tive function is presented based on the ITAE, rise time, set-
tling time, and maximum overshoot. The weights for this 
proposed objective function are calculated using pareto opti-
mal sets of the MOGA algorithm. The parameters used for 
tuning a linear motion system using the MOGA algorithm 

are given in Table 3. The MOGA algorithm generates forty-
eight data sets of pareto optimal solutions of the PID param-
eters and their corresponding pareto front sets. The mean, 
contribution percentage, and weights of the pareto front 
sets are calculated as given in Table 4. The multi-objective 
function (J(X)) is formulated by combining four objective 
functions (ITAE, tr, ts, Mp) using the weighted sum function. 
The novel multi-objective function used for optimal servo 
PID tuning of the linear motion control system is given in 
Eq. (39).

The new multi-objective function is tested using the PSO 
algorithm and its performance parameters are compared 
with conventional PID error minimizing objective functions. 
Figure 6. shows the convergence curves of various objective 
functions. The proposed function shows better convergence 
compared to the other conventional objective functions. The 
new cost function outperforms the error minimizing func-
tions such as IAE, ISE, ITAE, and MSE in terms of peak 
overshoot, settling time, and steady state error, as shown 
in Table 5 and Fig. 7.The proposed multi-objective func-
tion is also tested using the most popular recently developed 
heuristic algorithms such as WOA, BAT, and AO. The heu-
ristic algorithm parameters initialized for tuning the linear 

(39)
J(X) = 0.8713 ∗ ITAE + 0.1162 ∗ tr + 0.0054 ∗ ts + 0.0071 ∗ Mp

Table 5   PSO based servo PID 
tuning of linear motion control 
system

Objective 
functions

Servo PID tuning parameters Performance parameters

Kp × 10–3 Ki × 10–3 Kd × 10–3 Mp Tr Ts Ess

IAE 0.88 0.75 0.95 5.61 0.13 3.85 0.007
ISE 0.81 0.45 0.96 4.86 0.12 4.79 0.002
ITAE 0.85 0.45 0.78 4.34 0.15 4.11 0.004
MSE 0.86 0.66 0.96 5.42 0.13 4.09 0.007
J(X) 0.78 0.17 0.53 0.09 0.22 0.35 5.92E − 04

Table 6   Heuristic Algorithm parameters for tuning linear motion control system

PSO WOA BAT AO

No. of population = 50
Maximum Iteration = 100
wMax = 0.5;
wMin = 0.2;
c1 = 0.2;
c2 = 0.2;

Search agents = 50
Maximum Iteration = 50
P random number in [0,1]
l random number in [− 1,1]
p random number in [0,1]

No. of bats = 50
Maximum Iteration = 50
Fmax = 1
Fmin = 0
Loudness, α = 0.5
Pulse rate, ri = 0.001
Emission rate update, δ = 0.5

No. of Solution = 50
Maximum Iteration = 50
α = 0.9
δ = 0.9
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motion control system are shown in Table 6. The PID factors 
of the linear motion control system are tuned by the WOA 
technique using the most popular single objective func-
tion ITAE, and a proposed multi-objective function (J(X)). 
Table 7 shows the performance parameters for the WOA 
based servo PID tuning using two objective functions. The 
multi-objective function shows a large reduction in peak 
overshoot and steady state error with rise and settling time 
close to the single objective function as shown in Fig. 8.

The BAT algorithm is used to tune the PID values of a 
linear motion system using a single objective function, ITAE 
and the proposed objective function, J(X). This algorithm 
shows a large improvement in peak overshoot and steady 
state error with respect to multi-objective function as shown 
in Table 8 and Fig. 9.

Finally, the proposed objective function (J(X)) is tested 
using the recently developed Aquila optimizer algorithm for 
a linear motion system, and the results are compared with 
the function ITAE. The function J(X) improves on the ITAE 
in peak overshoot, settling time and steady state error, and 
has a rise time similar to the ITAE as shown in Table 9 and 
Fig. 10.

Figure 11 and Table 10 shows the comparison results of 
step output of a linear motion system tuned by the optimi-
zation algorithm using error minimizing objective function 
ITAE. The PSO and AO algorithm provides better result in 
terms of peak overshoot percentage, while WOA and BAT 
shows improvement in terms of settling time.

Figure 12 and Table 11 shows the comparison results of 
step output of a linear motion system tuned by the optimi-
zation algorithm using proposed multi-objective function 
J(X). The comparison of Table 10 and 11 reveal that the 
new function gives good optimal performance than single 
objective function and classical PID and FOPID controllers. 
The hardware validation of the proposed methodology can 
be done using the hardware set up shown in Fig. 13. It con-
sists of a real time compact RIO (cRIO) FPGA controller, a 
NI-9502 servo drive module, a kollmorgen servo motor, and 
a Bosch Rexroth linear motion system. This hardware setup 
can be programmed in a LabVIEW environment using the 
LabVIEW soft motion module 18.0.

The PID interactive tuning panel of the servo position 
control program is tuned using the parameters predicted 

using the conventional PID controller and the novel cost 
function based soft tuning algorithms, and the validated 
results of the performance parameters are shown in Table 12. 

Fig. 7   PSO step output of linear motion control system for various 
objective functions

Fig. 8   WOA based step output of linear motion control system for 
objective functions ITAE and J(X)

Table 7   WOA based servo PID 
tuning of linear motion control 
system

Objective 
functions

Servo PID tuning parameters Performance parameters

Kp × 10–3 Ki × 10–3 Kd × 10–3 Mp Tr Ts Ess

ITAE 2.59 9.98 9.98 53.27 0.02 0.419 0.004
J(X) 0.74 0.1 0.73 0.423 0.17 1.084 5.18E − 04
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Fig. 9   BAT algorithm based step output of linear motion control sys-
tem for objective functions ITAE and J(X)

Fig. 10   AO based step output of linear motion control system for 
objective functions ITAE and J(X)

Fig. 11   Performance of optimization algorithm for objective function 
ITAE

Fig. 12   Effectiveness of optimization algorithm for multi-objective 
function, J(X)

Table 9   AO based servo PID 
tuning of linear motion control 
system

Objective 
functions

Servo PID tuning parameters Performance parameters

Kp × 10–3 Ki × 10–3 Kd × 10–3 Mp Tr Ts Ess

ITAE 0.87 0.65 0.89 4.79 0.13 3.97 0.006
J(X) 0.88 0.16 0.71 1.73 0.16 0.81 2.10E − 03

Table 8   BAT based servo PID 
tuning of linear motion control 
system

Objective 
functions

Servo PID tuning parameters Performance parameters

Kp × 10–3 Ki × 10–3 Kd × 10–3 Mp Tr Ts Ess

ITAE 3.63 8.79 8.79 51.32 0.03 0.442 0.0029
J(X) 0.92 0.1 0.92 4.881 0.13 0.989 7.98E − 04
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Table 10   Performance of 
optimization algorithm for servo 
PID tuning of linear motion 
control system using ITAE

Optimizing 
algorithm

Servo PID tuning parameters Performance parameters

Kp × 10–3 Ki × 10–3 Kd × 10–3 Mp Tr Ts Ess

PSO 0.85 0.45 0.78 4.34 0.15 4.11 0.004
WOA 2.59 9.98 9.98 53.3 0.02 0.42 0.004
BAT 3.63 8.79 8.79 51.3 0.03 0.44 0.003
AO 0.87 0.65 0.89 4.79 0.13 3.97 0.006

Fig. 13   Hardware setup for validating propose methodology

Fig. 14   Validation plots of the linear motion system for a Auto tuned 
PID controller b FOPID controller c PSO tuned PID d WOA tuned 
PID e BAT tuned PID f AO tuned PID

The unit step plot obtained for various tuning algorithms is 
shown in the Fig. 14a–f. From Fig. 14 and Table 12, it is 
concluded that the proposed PID tuning parameters using 
multi-objective based optimization algorithms provide bet-
ter performance results for linear motion systems than the 
conventional PID control tuning algorithms. Table 13 shows 
the error comparison results of the simulation and the valida-
tion done for the linear motion system using the matlab and 
the LabVIEW tools.

A small variation in validation results is observed com-
pared to the simulation results due to the precision of the 
pid tuning parameters. Since the matlab model accepts the 
tuning parameters with more precision than the LabVIEW, 
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the results obtained in simulation are more accurate than the 
validation. The error difference between simulation and vali-
dation for the PID auto tuner is found to be less, and steady 
state error is found to be better in validation.

The error difference in the FOPID controller is also 
found to be less in all performance parameters. The PSO 
algorithm provides higher peak overshoot and settling time 
than simulation and provides better rise time and steady 
state error in validation. The WOA algorithm provides bet-
ter results, except for a small increase in peak overshoot. 
The performance results of the BAT algorithm are superior 
in all parameters. The error difference is less in the AO 
algorithm for peak overshoot and rise time and better in 
validation for settling time and steady state error. The vali-
dation results show that the proposed heuristic algorithm 
based tuning provides better results than conventional PID 
tuning.

6 � Conclusion

The optimal servo PID control tuning is necessary in order 
to maintain the positional accuracy in linear motion con-
trol systems. The error minimizing functions such as IAE, 
ITAE, ITSE, ISE, and MSE used by the heuristic algorithms 
do not satisfy all the performance needs of a linear motion 
system. A new multi-objective function is presented based 
on the optimal choice of weights obtained using MOGA 
techniques for four conflicting objective functions (ITAE, 
rise time, settling time, maximum overshoot). The proposed 
function is tested for linear motion control systems using 
familiar heuristic algorithms such as PSO, WAO, BAT, and 
the recently developed Aquila optimizer, and the results are 
compared with the commonly used objective function ITAE. 
The simulation results show that the proposed objective 
function shows better performance results in terms of peak 
overshoot and steady state error compared to the ITAE and 
also produces results similar to the ITAE in terms of rise and 
settling time. The proposed algorithm validated in the Lab-
VIEW environment also shows that the heuristic algorithms 
provide better performance results than the conventional PID 
controllers.

Table 12   Comparison of the performance parameters with validation results

Optimizing algorithm Simulation results in matlab environ-
ment (A)

Validation results in lab view 
environment(B)

Error (E = B − A)

Mp Tr Ts Ess Mp Tr Ts Ess Mp Tr Ts Ess

PID auto-tuner 12.6 0.407 4.35 0.0088 12.761 0.4097 4.363 0.0032 0.161 0.0027 0.013 − 0.0056
FOPID 9.0952 0.4461 1.5262 0.0042 9.65 0.4686 1.841 0.0052 0.555 0.0225 0.3148 0.001
PSO 1.2853 0.1871 0.2828 1.70E − 03 3.3274 0.1488 4.41 6.96E − 4 2.042 − 0.0383 4.1272 − 0.001
WOA 0.4233 0.1669 1.0836 5.18E − 04 1.5946 0.1664 1.093 0.0103 1.171 − 0.0005 0.0094 0.0098
BAT 4.8812 0.1316 0.9886 7.98E − 04 4.946 0.1311 0.99 0.0014 0.065 − 0.0005 0.0014 0.0006
AO 1.7302 0.163 0.8108 2.10E − 03 2.065 0.1652 0.7281 2.61E − 4 0.335 0.0022 − 0.083 − 0.0018

Table 11   Performance of 
optimization algorithm for servo 
PID tuning of linear motion 
control system using multi-
objective function J(X)

Optimizing algorithm Servo PID tuning parameters Performance parameters

Kp × 10–3 Ki × 10–3 Kd × 10–3 Mp Tr Ts Ess

PID auto-tuner 0.59 0.18 0.21 12.6 0.41 4.35 0.009
FOPID 0.48 0.17 0.21 9.1 0.45 1.53 0.004
PSO 0.88 0.38 0.80 1.29 0.19 0.28 1.70E − 03
WOA 0.74 0.1 0.73 0.42 0.17 1.08 5.18E − 04
BAT 0.92 0.1 0.92 4.88 0.13 0.99 7.98E − 04
AO 0.88 0.16 0.71 1.73 0.16 0.81 2.10E − 03
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