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Abstract
This paper is concerned with the stability of the linear systems with a time-varying delay. First, we derive a new form of 
constrained quadratic matrix inequality for the reciprocally convex inequality. Second, an equivalent transform of a con-
strained quadratic matrix inequality into the form of a linear matrix inequality(LMI) is derived. Third, the upper bound of 
the time derivative of Lyapunov Krasovskii functional(LKF), in the form of a constrained quadratic matrix, is obtained, and 
an equivalent transform is done to make it in the form of LMI. Finally, the improvement in stability is shown through two 
well-known examples.
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1 Introduction

Time delays are often encountered in many dynamic sys-
tems, and it is a source of degradation of performance and 
even instability. For this reason, the stability analysis of 
time-delayed systems has been one of the hottest theoretical 
issues in the past few decades, and there are many stability 
results and many examples of practical applications [12, 16, 
17].

Let us consider the time-delayed linear systems described 
by

where x(t) ∈ ℝ
n,A,Ad ∈ ℝ

n×n,�(�) is an initial condition, 
and d(t) is a time-varying delay satisfying

with h,�1,�2 are scalars. The Lyapunov-Krasovskii 
functional(LKF) is a powerful tool to get stability criteria 
for a time-varying delay, and most of the recent results have 

adopted it. The LKF approach consists of two steps: one 
is a suitable choice of an LKF, and another is to find a less 
conservative upper bound of its time-derivative in the form 
of LMI by using various inequalities.

In terms of choosing an appropriate LKF, a simple type of 
LKF was first introduced [15], and it was updated by adding 
terms containing more information on time-delay, system 
information, and cross-terms of variables: augmented LKF 
[1], multiple integral LKF [2], matrix-refined-functional 
LKF [7], delay-product LKF [8], and delay partitioning LKF 
[9]. Also, from the point of view of the integral inequality 
of quadratic term, Jensen inequality was the first powerful 
one [15], and it was upgraded to the Wirtinger-based inte-
gral inequality [3], free matrix-based integral inequality [4], 
the Bessel-Legendre integral inequality [10]. Except for free 
matrix-based integral inequality, all of the above inequalities 
require another inequality, such as the reciprocally convex 
inequality [7], to bound it in the form of LMI.

Recently, in order to obtain a less conserva-
tive stability results, there have been attempts to use 
a quadratic matrix inequality with constraint(i.e. 
d2(t)M2 + d(t)M1 +M0 < 0,∀d(t) ∈ [0, h] ) rather than an 
affine form(i.e., d(t)M1 +M0 < 0,∀d(t) ∈ [0, h] ). And one 
sufficient condition for converting this to LMI was presented 
[5], and after that, two different types of necessary and suf-
ficient conditions were presented [12–15].

In this paper, we propose another form of LMI con-
dition to guarantee the negativity for the constrained 

(1)
{

ẋ(t) = Ax(t) + Adx(t − d(t)),

x(t) = 𝜓(𝜃), 𝜃 ∈ [−h, 0]

(2)0 ≤ d(t) ≤ h, 𝜇1 ≤ ḋ(t) ≤ 𝜇2 ≤ 1
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quadratic matrix inequality. By using this, the constrained 
quadratic forms, the upper bound of the time-derivative of 
LKF as well as the constrained quadratic form of recipro-
cally convex inequality, are expressed as in the form of 
LMI. The usefulness of our results is shown by two well-
known examples.

2  Preliminaries

The following Lemmas are useful results that will be used 
to prove the main result. First, the following Lemma 1 is 
the well-known second-order Bessel-Legendre inequality 
[10].

Lemma 1 Let 0 < R = RT ∈ ℝ
n×n , then we have

w h e re  � = col{�1,�2,�3} w i t h  �
1
= x(b) − x(a)

�
2
= x(b) + x(a) −

2

b−a
∫ b

a
x(s)ds,�

3
= �

1
+

6

b−a
∫ b

a
x(s)ds

−
12

(b−a)2
∫ b

a
(s − a)x(s)ds.

The following Lemma 2 is the extension of the extended 
reciprocally convex lemma in [6].

Lemma 2 Let R̃,X1,X2, Z1, Z2 ∈ ℝ
N×N be symmetric matri-

ces with 0 < R̃ , and let Y0, Y1, Y2 ∈ ℝ
N×N be square matrices. 

If

then the following equality holds ∀� ∈ (0, 1)

where � = 1 − �.

Proof First, note that the following inequality is equivalent 
to (3)

−�
b

a

ẋT (s)Rẋ(s)ds ≤ −
1

b − a
𝛺Tdiag{R, 3R, 5R}𝛺

(3)
𝛼2

[
−X2 − Y2
⋆ Z2

]
+ 𝛼

[
R̃ − X1 − Y1

⋆ − R̃ − Z2 + Z1

]

+

[
−R̃ − Y0
⋆ − Z1

]
< 0, ∀𝛼 ∈ [0, 1],

(4)
−

[
1

𝛼
R̃ 0

0
1

1−𝛼
R̃

]
<

[
−2R̃ + X1 Y0

⋆ − R̃

]

+ 𝛼

[
R̃ + X2 − X1 Y1

⋆ − R̃ + Z1

]
+ 𝛼2

[
−X2 Y2
⋆ Z2

]

Next, pre-multiply and post-multiply by block-diagonal 

matrix diag
{√

�

�
IN ,

√
�

�
IN

}
 , then we get

Finally, by using the relations − 𝛽2

𝛼
R̃ = −

1

𝛼
R̃ + (2 − 𝛼)R̃ and 

−
𝛼2

𝛽
R̃ = −

1

𝛽
R̃ + (1 + 𝛼)R̃ , we can easily get (4). This com-

pletes the proof.   ◻

The following Lemma 3 is the result of the negativity 
of a second-order matrix-valued polynomial in the closed 
interval.

Lemma 3 Let A2,A1,A0 ∈ ℝ
n×n be symmetric matrices, and 

let B,M ∈ ℝ
n×n be square matrices with MT +M > 0 . Then 

the following holds

Proof Apply the relation

and the S-Procedure in turn, then we get

where 𝜉T =
[
𝜉T z𝜉T

]
 . This completes the proof.   ◻

−

[
𝛽R̃ 0

0 𝛼R̃

]
<

[
𝛼(X1 + 𝛼X2) Y0 + 𝛼Y1 + 𝛼2Y2

⋆ 𝛽(Z1 + 𝛼Z2)

]
.

−

[
𝛽2

𝛼
R̃ 0

0
𝛼2

𝛽
R̃

]
<

[
𝛽(X1 + 𝛼X2) Y0 + 𝛼Y1 + 𝛼2Y2

⋆ 𝛼(Z1 + 𝛼Z2)

]
.

(5)z2A2 + z[A1 + BT + B] + A0 < 0,∀z ∈ [0, h]

(6)⇔𝛤1 =

[
A0

1

2
A1 + B + hM

1

2
A1 + BT + hMT A2 − (MT +M)

]
< 0

(7)0 ≤ z ≤ h ⇔ z(z − h) ≤ 0,

(5) ⇔𝜉T
{
z2A2 + z[A1 + BT + B] + A0

}
𝜉 < 0,

∀𝜉 ≠ 0,∀z ∈ [0, h]

⇔𝜉T
{
z2A2 + z[A1 + BT + B] + A0

}
𝜉 < 0,

∀𝜉 ≠ 0, whenever z(z − h) ≤ 0

⇔𝜉T
{
z2A2 + z[A1 + BT + B] + A0

}
𝜉

− 𝜉T (MT +M)𝜉z(z − h) < 0,∀𝜉 ≠ 0

⇔𝜉T

[
A0

1

2
A1 + B + hM

1

2
A1 + BT + hMT A2 − (M +MT )

]
𝜉 < 0,

∀𝜉 ≠ 0,

⇔(6)
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Remark 2 For comparisons, we give two previous works 
having different forms:

 (I) The result in [13] [14]:

where D = DT > 0,G = −GT.
 (II) The result in [15]:

where M is an appropriate dimensional square matrix with 
M +MT > 0.

F u r t h e r m o r e ,  A s  w e  c a n  s e e  a b o v e , 
�1(i, i) = �2(i, i) = �3(i, i),∀i = 1, 2. with D = M +MT  . 
A l s o ,  �2(1, 2) = �1(1, 2) +

1

2
(BT − B)  a n d 

�3(1, 2) = �1(1, 2) +
1

2
(BT − B) −

h

2
G , where 1

2
(BT − B) and 

h

2
G are skew-symmetric matrices.

3  Main result

Now we give the main result guaranteeing the stability of 
the system (1) under the constraints in (2).

T h e o r e m   1  L e t  P0,P1 ∈ ℝ
7n×7n, S1, S2 ∈ ℝ

5n×5n,Q1, 
Q2,X2,X2, Z1, Z2 ∈ ℝ

3n×3n,R ∈ ℝ
n×n be symmetric matrices, 

and let Y0, Y1, Y2,M0,M1,M2 ∈ ℝ
3n×3n be square matrices. 

If the following LMI’s are satisfied

then the time-delayed linear system (1) with constraint (2) 
is asymptotically stable. Here

(5) ⇔ 𝛤2 =

[
A0

1

2
(A1 + B + BT ) −

h

2
(G − D)

⋆ A2 − D

]
< 0

(5) ⇔ 𝛤3 =

[
A0

1

2
(A1 + B + BT ) + hM

⋆ A2 − (MT +M)

]
< 0

(8)P0,P0 + hP1, S1, S2,Q1,Q2,R > 0,

(9)MT
i
+Mi > 0, i = 0, 1, 2,

(10)

[
Â0

1

2
Â1 + B̂ +M0

⋆ Â2 − (MT
0
+M0)

]
< 0,

(11)
[
A0(𝜇1)

1

2
A1 + B(𝜇1) + hM1

⋆ A2(𝜇1) − (MT
1
+M1)

]
< 0,

(12)
[
A0(𝜇2)

1

2
A1 + B(𝜇2) + hM2

⋆ A2(𝜇2) − (MT
2
+M2)

]
< 0,

and the used vectors and matrices are defined as

Â0 =

[
−R̃ − Y0
⋆ − Z1

]
, Â1 =

[
R̃ − X1 0

⋆ − R̃ − Z2 + Z1

]
,

B̂ =

[
0 − Y1
0 0

]
, Â2 =

[
−X2 − Y2
⋆ Z2

]

A0[ḋ(t)] = −ḋ(t)ET
1
P1E1 + He{ET

1
P0E3}

+ ḋ(t)ET
4
S1E4 + He{ET

4
S1E5} − ḋ(t)ET

7
S2E7

+ He{ET
7
S2E8} + ET

9
Q1E9 − (1 − ḋ(t))ET

10
Q1E10

+ He{E12Q1E15} + (1 − ḋ(t))ET
10
Q2E10

− ET
16
Q2E16 + (1 − ḋ(t))He{ET

18
Q2E21}

+ h2AT
c
RAc + ET

a
(−2R̃ + X1)Ea + He{ET

a
Y0Eb}

− ET
b
R̃Eb,

A1 = ET
a
(R̃ + X2 − X1)Ea + ET

b
(−R̃ + Z1)Eb,

B[ḋ(t)] = −ḋ(t)ET
2
P1E1 + ET

1
P0E3 + ET

1
P1E3

+ ET
4
S1E6 − ET

7
S2E6 − (1 − ḋ(t))E10Q1E11

+ ET
13
Q1E15 + ET

16
Q2E17 + (1 − ḋ(t))ET

19
Q2E21

+ ET
a
Y1Eb,

A2[ḋ(t)] = ḋ(t)ET
2
P1E2 + ET

2
P1E3 + He{ET

14
Q1E15}

− ET
17
Q2E17 + (1 − ḋ(t))He{ET

20
Q2E21}

− ET
a
X2Ea + He{ET

a
Y2Eb} + ET

b
Z2Eb,

R̃ = diag{R, 3R, 5R}, Ac = Ae1 + A1e2,

ei = [0n×(i−1)n In×n 0n×(9−i)n], i = 1, 2,⋯ , 9,

e0 = 0n×9n, ẽ2 = (1 − ḋ(t))e2, ẽ6 = (1 − ḋ(t))e6,

E1 = col
{
e1, e2, e3, e0, e0, he7, he9

}
,

E2 = col
{
e0, e0, e0, e6, e8,−e7,−e9

}
,

E3 = col{Ac, ẽ4, e5, e1 − ẽ2, e1 − ẽ6 − ḋ(t)e8, ẽ2 − e3,

ẽ2 − e7 + ḋ(t)e9},

E4 = col
{
e1, e2, e3, e6, e8

}
,

E5 = col
{
e0, e0, e0, e1 − ẽ2 − ḋ(t)e6, e1 − ẽ6 − 2ḋ(t)e8

}
,

E6 = col
{
Ac, ẽ4, e5, e0, e0

}
,

E7 = col
{
e1, e2, e3, e7, e9

}
,

E8 = col
{
hAc, hẽ4, he5, ẽ2 − e3 + ė7, ẽ2 − e7 + 2ḋ(t)e9

}
,

E9 = col
{
e0, e1,Ac

}
, E10 = col

{
e0, e2, e4

}
,

E11 = col
{
e6, e0, e0

}
, E12 = col

{
e0, e0, e1 − e2

}
,

E13 = col
{
e0, e6, e0

}
, E14 = col

{
e8, e0, e0

}
,

E15 = col
{
e1, e0, e0

}
, E16 = col

{
e7, e3, e5

}
,

E17 = col
{
e7, e0, e0

}
, E18 = col

{
h2e9, he7, e2 − e3

}
,

E19 = col
{
−2he9,−e7, e0

}
,

E20 = col
{
e9, e0, e0

}
, E21 = col

{
e2, e0, e0

}
,

Ea = col
{
e1 − e2, e1 + e2 − 2e6, e1 − e2 + 6e6 − 12e8

}
,

Eb = col
{
e2 − e3, e2 + e3 − 2e7, e2 − e3 + 6e7 − 12e9

}
.
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Proof Let us consider a quadratic functional

where td = t − d(t), th = t − h, hd(t) = h − d(t) . and

Then, from (8), the above v(xt) in (13) is a good LKF can-
didate. Now, find its time-derivative along the trajectories 
of (1),

where va(xt) = −h ∫ t

t−h
ẋT (s)Rẋ(s)ds .

Apply Lemma 1 to va(xt),

(13)

V(xt) =𝜂
T
1
(t)[P0 + d(t)P1]𝜂1(t) + d(t)𝜂T

2
(t)S1𝜂2(t)

+ hd(t)𝜂
T
3
(t)S2𝜂3(t) + ∫

t

td

wT
1
(t, s)Q1w1(t, s)ds

+ ∫
td

th

wT
2
(t, s)Q2w2(t, s)ds

+ ∫
t

th

(h − t + s)ẋT (s)Rẋ(s)ds

⎧
⎪⎪⎪⎨⎪⎪⎪⎩

𝜂0(t) = col
�
x(t), x(td), x(th)

�
,

𝜂1(t) = col
�
𝜂0(t), d(t)[u1(t), u2(t)], hd(t)[v1(t), v2(t)]

�
,

𝜂2(t) = col
�
𝜂0(t), u1(t), u2(t)

�
,

𝜂3(t) = col
�
𝜂0(t), v1(t), v2(t)

�
,

w1(t, s) = col
�∫ t

s
x(r)dr, x(s), ẋ(s)

�
.

w2(t, s) = col
�∫ td

s
x(r)dr, x(s), ẋ(s)

�
.

(14)

V̇(xt) = −ḋ(t)𝜂T
1
(t)P1𝜂1(t) + 2𝜂T

1
(t)[P0 + d(t)P1]�̇�1(t)

+ ḋ(t)𝜂T
2
(t)S1𝜂1(t) + 2𝜂T

2
(t)S1[d(t)�̇�1(t)]

− ḋ(t)𝜂T
3
(t)S2𝜂3(t) + 2𝜂T

3
(t)S2[hd(t)�̇�3(t)]

+ wT
1
(t, t)Q1w1(t, t) − (1 − ḋ(t))w1(t, td)Q1w1(t, td)

+ 2∫
t

td

wT
1
(t, s)Q1

𝜕

𝜕t
w1(t, s)ds

+ (1 − ḋ(t))wT
2
(t, td)Q2w2(t, td) − w2(t, th)Q2w2(t, th)

+ 2∫
td

th

wT
2
(t, s)Q2

𝜕

𝜕t
w2(t, s)ds

+ h2ẋT (t)Rẋ(t) + va(xt)

= 𝜉T
t

{
−ḋ(t)(E1 + d(t)E2)

TP1(E1 + d(t)E2)

+ 2(E1 + d(t)E2)
T (P0 + d(t)P1)E3

+ ḋ(t)ET
4
S1E4 + 2ET

4
S1(E5 + d(t)E6 − ḋ(t)ET

7
S2E7

+ 2ET
7
S2(E8 − d(t)E6 + ET

9
Q1E9

− (1 − ḋ(t))[E10 + d(t)E11]
TQ1[E10 + d(t)E11]

+ [E12 + d(t)E13 + d2(t)ET
14
]Q1E15

+ (1 − ḋ(t))ET
10
Q2E10

− [E16 − d(t)E17]
TQ2[E16 − d(t)E17]

+2(1 − ḋ(t))[E18 + d(t)E19 + d2(t)E20]
TQ2E21

}
𝜉t

+ va(xt)

From Lemma 3, we have (9)–(10) is equivalent to (3), which 
means that we can use (4) under (9)–(10). Apply this fact, 
with � =

d(t)

h
∈ [0, 1] , to (15)

Combines (14) and (16) to get

w h e r e 
𝛺[d(t), ḋ(t)] = A0(ḋ(t)) + d(t)[A1 + B(ḋ(t)) + BT (ḋ(t))] + d2(t)A2(ḋ(t)) 
is a quadratic matrix function for the time-delay d(t) ∈ [0, h] 
and an affine form for its time-derivative ḋ(t).

Finally, from Lemma 3,

and equivalently,

which means the stability of time-delayed linear system (1) 
with constarints in (2). This completes the proof.   ◻

4  Numerical Examples

To show the usefulness of our result, we give two well-
known examples(see [3, 5, 13–15]) with various values of 
−�1 = �2 = �.

Example 1 Let us consider the time-delayed system with

The following Table 1 shows the comparative results.

Example 2 Let us consider the time delayed system with

(15)va(xt) ≤ −
1

𝛼
𝜉T
t
ET
a
R̃Ea𝜉t −

1

1 − 𝛼
𝜉T
t
ET
b
R̃Eb𝜉t

(16)

va(xt) ≤ 𝜉T
t

[
Ea

Eb

]T{[
−2R̃ + X1 Y0

⋆ − R̃

]

+
d(t)

h

[
R̃ + X2 − X1 Y1

⋆ − R̃ + Z1

]

+

(
d(t)

h

)2[
−X2 Y2
⋆ Z2

]}[
Ea

Eb

]
𝜉t.

V̇(xt) =𝜉
T
t

{
A0(ḋ(t)) + d(t)[A1 + B(ḋ(t)) + BT (ḋ(t))]

+ d2(t)A2(ḋ(t))

}
𝜉t

∶=𝜉T
t

{
𝛺[d(t), ḋ(t)]

}
𝜉t,

(8) − (12) ⇒ 𝛺[d(t), ḋ(t)] < 0, under (2),

(8) − (12) ⇒ V̇(xt) < 0,∀𝜉t ≠ 0, under (2),

(17)A =

[
−2 0

0 − 0.9

]
, A1 =

[
−1 0

−1 − 1

]
.
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The following Table 2 shows the comparative results.
As we can see in Tables  1 and 2 above, our result 

improves the stability bound.
Finally, the number of variables, needed to compute the 

allowable maximal bound of delay, is given in the following 
Table 3.

As expected, it can be seen that the results ( [13–15] and 
This paper) using the constrained quadratic inequality has a 
larger number of variables than [5] using an affine inequality.

5  Conclsion

In this paper, the stability of time-delayed linear systems 
has been considered. First, a reciprocally convex inequal-
ity in the form of constrained quadratic matrix inequality 
has been derived. Second, the equivalent transform of the 
constrained quadratic matrix inequality to the LMI has been 

(18)A =

[
0 1

−1 − 2

]
, A1 =

[
0 0

−1 1

]
.

derived. Third, the upper bound of the time-derivative of 
LKF, which is the constrained quadratic matrix form, has 
been obtained and have converted into LMI using a derived 
equivalent transformation. Finally, the usefulness of our 
result has been shown through two well-known examples.
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Table 1  The allowable maximal bound of delay

� = 0.1 � = 0.5 � = 0.8

[3] 4.7038 2.4208 2.1377
[7] 4.8297 3.1555 2.7307
[11] 5.01 3.19 2.70
[13] 5.044 3.443 2.983
[14] 5.084 3.482 3.005
This paper 5.127 3.569 3.147

Table 2  The allowable maximal bound of delay

� = 0.1 � = 0.2 � = 0.5 � = 0.8

[3] 6.590 3.672 1.411 1.275
[5] 6.727 3.920 1.923 1.367
[13] 7.685 4.969 2.774 2.117
[15] 7.651 4.936 2.764 2.114
[14] 7.714 5.003 2.809 2.146
This paper 7.833 5.2370 3.525 2.926

Table 3  The number of variables(an2 + bn)

[5] [13] [14] [15] This paper
[
a

b

] [
27

4

] [
235

34

] [
252.5

0.5

] [
249.5

13.5

] [
272

19

]
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