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Abstract
Multi-area economic dispatch (MAED) is one of the vital problems in economic operation of interconnected power sys-
tems. This paper proposes a novel hybrid approach based on combined imperialist competitive algorithm (ICA) and particle 
swarm optimization (PSO) methods in order to determine the feasible optimal solution of the non-convex economic dis-
patch (ED) problem considering valve loading effects. In the proposed algorithm we have defined new type of countries in 
ICA algorithm, namely independent countries. These types of countries improve their position using a PSO based search 
strategy. The proposed method benefits from the advantage of the both algorithms. The proposed hybrid approach based 
on ICA-PSO is applied on different test systems and compared with most of the recent methodologies. Also, a large scale 
multi-area economic dispatch (MAED) problem is solved using the proposed hybrid approach to minimize total fuel cost in 
all areas while satisfying power balance constraints, generating limits and tie-line capacity constraints. The results show the 
effectiveness of the proposed approach and prove that ICA-PSO is applicable for solving the power system economic load 
dispatch problem, especially in large scale power systems.

Keywords Hybrid ICA-PSO · Non-convex economic dispatch · Prohibited operating zone · Valve loading effects

1 Introduction

One of the basic problems in operation of power systems is 
economic load dispatch (ELD) problem in which the goal is 
to minimize the cost of power generation so that the over-
all system constraints are met. Taking into account realistic 
equality and inequality constraints of ELD problem such 
as ramp-rate constraints, prohibited operating zones, valve-
points effect, multi fuel option and multi area lead to a non-
convex optimization problem with many local minima [1].

1.1  Literature Review of ELD

There are two main optimization methods (i.e. classical and 
intelligent) for solving ELD problem. Generally, it is not 
easy or possible to find global optima of the ELD prob-
lem using classical methods due to its high non-linearity 
and non-convexity nature. Hence, using meta-heuristic 
algorithms have been proposed recently in which there is 
no concern about non-linearity and non-convexity nature 
of ELD problem. An algorithm based on θ-particle swarm 
optimization is produced in [2] to solve constrained ELD 
problems of thermal plants. The constraints include trans-
mission losses, ramp rate limits, prohibited operating zones, 
and valve point effects. A hybrid heuristic search method 
which combines the differential evolution (DE) and PSO 
algorithms is proposed in [3] to solve the practical ELD 
problem in which the PSO procedure is integrated as addi-
tional mutation operator to improve the global optimization 
property of DE. A differential harmony search algorithm is 
proposed in [4] in which the pitch adjustment is enhanced 
by different mutation operation and memory consideration. 
A hybrid method involving modified shuffled frog leaping 
algorithm with genetic algorithm crossover is introduced in 
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[5] to solve the ELD problem of generating units consider-
ing the valve-point effects. A hybrid harmony search with 
arithmetic crossover operation for solving different types of 
ELD is proposed in [6]. Krill herd algorithm is utilized in 
[7] to solve both convex and non-convex ELD problems of 
thermal power units considering valve point loading, multi-
ple fuel operation, transmission losses and constraints such 
as ramp rate limits and prohibited operating zones. A hybrid 
algorithm consisting of imperialist competitive algorithm 
(ICA) and sequential quadratic programming technique is 
presented in [8] to solve the ELD problem. In [9] a method 
based on the quantum particle swarm optimization is pro-
posed and applied to ELD problem in order to solve this 
problem possessing non-smooth and smooth cost functions. 
To improve the effectiveness and quality of ELD problems’ 
solutions, an algorithm based on real coded chemical reac-
tion is proposed in [10] which involve different equality and 
inequality constraints. The simulated annealing algorithm is 
used to minimize the fuel cost and the gas emissions in [11]. 
The synergic predator–prey optimization (SPPO) algorithm 
is used to solve ELD problem for thermal units with practi-
cal aspects by using of collaborative decision for movement 
and direction of prey and maintains diversity in the swarm 
due to fear factor of predator, which acts as the baffled state 
of preys’ mind [12].

1.2  Literature Review of Non‑convex Multi Area ELD

ED (economic dispatch) [13] is one of the important opti-
mization problems in power system operation. ED allocates 
the load demand among the committed generators most 
economically while satisfying the physical and operational 
constraints in a single area. Generally, the generators are 
divided into several generation areas interconnected by tie-
lines. Multi-area economic dispatch (MAED) is an extension 
of economic dispatch. MAED determines the generation 
level and interchange power between areas such that total 
fuel cost in all areas is minimized while satisfying power 
balance constraints, generating limits constraints and tie-line 
capacity constraints.

A complete formulation of multi-area generation sched-
uling, and a framework for multi-area studies is presented in 
[14]. Reference [15] presented the Dantzige–Wolfe decom-
position principle to the constrained economic dispatch of 
multi-area systems. A multi-area economic dispatch prob-
lem by using spatial dynamic programming is solved in 
[16]. An application of linear programming to transmission 
constrained production cost analysis was proposed in [17]. 
Multi-area economic dispatch with area control error is 
solved in [18]. Reference [19] proposed heuristic multi-area 
unit commitment with economic dispatch. A decomposition 
approach for solving multi-area generation scheduling with 
tie-line constraints using expert systems is proposed in [20]. 

Network flow models for solving the multi-area economic 
dispatch problem with transmission constraints have been 
proposed in [21]. An algorithm for multi-area economic 
dispatch and calculation of short range margin cost based 
prices has been presented in [22], where the multi-area eco-
nomic dispatch problem was solved via Newton Raphson’s 
method. Ref [23] solved multi-area economic dispatch prob-
lems by using Hopfield neural network approach. Multi-area 
economic dispatch problems with tie line constraints using 
evolutionary programming are solved in [24]. The direct 
search method for solving economic dispatch problem con-
sidering transmission capacity constraints was presented in 
[25]. Teaching learning-based optimization algorithm for 
solving MAED problem with tie line constraints consider-
ing transmission losses, multiple fuels, valve-point load-
ing and prohibited operating zones is presented in [26]. 
The performance of the various evolutionary algorithms 
on multi-area economic dispatch (MAED) problems is 
explored in [27].

In recent years, more new meta-heuristic methods have 
also been adopted. The particle swarm optimization with 
damping factor and cooperation mechanism (PSO-DFCM) 
has been applied to search the global optima in a large 
scale and high-dimensional searching space [28]. The uni-
fied semi-definite programming (SDP) formulation of dif-
ferent ED problems through cost function decomposition 
was presented in [29] that presents a solution to economic 
dispatch (ED) problems with non-convex, non-smooth fuel 
cost functions. A deterministic approach has proposed to 
solve multi-objective, no-convex and non-differentiable 
environmental and economic dispatch problem with valve-
point loading effect in [30]. The Lightning flash algorithm 
is proposed in order to increase the diversity of the solu-
tions, accelerate the convergence speed with less calculation 
time and provide an applicable method for the non-convex 
combined emission economic dispatch problem with gen-
erator constraints [31]. Also, the problem of non-convex 
combined environmental economic dispatch has solved by 
a hybrid algorithm based on a novel combination of a modi-
fied genetic algorithm and an improved version of particle 
swarm optimization that balance the ratio process between 
the exploration and exploitation as well as avoiding any 
premature convergence efficiently during the optimization 
process [32].

1.3  Procedure and Contribution

The contribution of this study is the development of a new 
hybrid algorithm consisting of imperialist competitive algo-
rithm and particle swarm optimization (ICA-PSO) for solving 
practical ELD problems including all mentioned realistic con-
straints. Since the proposed method is the first step to utilize a 
hybrid approach based on ICA and PSO algorithms in solving 
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non-convex economic dispatch problem, to avoid overly com-
putational complexity as well as a better and easier representa-
tion of the basic capabilities of the proposed method, this paper 
aims to achieve classical economic dispatch only in the pres-
ence of realistic constraints, and future researches are necessary 
so that the proposed approach can be applied for solving more 
general MAED problems that incorporate the enhanced mod-
eling aspects and constraints. PSO is one of the well-known 
and powerful swarm intelligence algorithms which extensively 
used in wide variety of economic dispatch problems [e.g. 2, 
3] due to its simplicity and high convergence rate. Imperialist 
competitive algorithm (ICA) is a newly developed evolutionary 
method which has recently been applied to solve some opti-
mization problems and has shown great performance in both 
convergence rate and better global optimum achievement [33, 
34]. The main features of the proposed ICA-PSO algorithm 
are use of strength of both ICA and PSO and better response in 
comparison with ordinary evolutionary methods. The proposed 
ICA-PSO algorithm is applied to four medium and large-scale 
power systems and five selected benchmark functions. There-
fore, the comparison results has confirmed that the proposed 
hybrid approach is more effective and has higher capability 
in finding optimum solutions in comparison to ICA and PSO 
methods. Also, convergence of proposed hybrid approach is 
higher than ICA and PSO methods.

1.4  Paper Organization

The rest of the paper is organized as follows: Sect. 2 presents 
the problem formulation of the ELD problem taking into 
account prohibited operating zones constraint (POZs), multi 
fuel option, ramp-rate limits, valve-point effects, transmis-
sion losses and multi area. Section 3 describes the proposed 
hybrid approach based on ICA-PSO algorithm and its imple-
mentation procedure for solving non-convex ELD problem. 
The proposed method is applied on some benchmark test 
functions and several test power systems in Sect. 4 and the 
results are compared with most recently reported methods. 
Finally, Sect. 5 concludes this paper.

There are two main optimization methods (i.e. classical 
and intelligent) for solving ELD problem. Generally, it is not 
easy or possible to find global optima of the ELD problem 
using classical methods due to its high non-linearity and non-
convexity nature. Hence, using meta-heuristic algorithms 
have been proposed recently in which there is no concern 
about non-linearity and non-convexity nature of ELD prob-
lem. An algorithm based on θ-particle swarm optimization 
is produced in [2] to solve constrained ELD problems of 
thermal plants. The constraints include transmission losses, 
ramp rate limits, prohibited operating zones, and valve point 
effects. A hybrid heuristic search method which combines the 
differential evolution (DE) and PSO algorithms is proposed 

in [3] to solve the practical ELD problem in which the PSO 
procedure is integrated as additional mutation operator to 
improve the global optimization property of DE. A differ-
ential harmony search algorithm is proposed in [4] in which 
the pitch adjustment is enhanced by different mutation opera-
tion and memory consideration. A hybrid method involving 
modified shuffled frog leaping algorithm with genetic algo-
rithm crossover is introduced in [5] to solve the ELD prob-
lem of generating units considering the valve-point effects. A 
hybrid harmony search with arithmetic crossover operation 
for solving different types of ELD is proposed in [6]. Krill 
herd algorithm is utilized in [7] to solve both convex and 
non-convex ELD problems of thermal power units consider-
ing valve point loading, multiple fuel operation, transmission 
losses and constraints such as ramp rate limits and prohibited 
operating zones. A hybrid algorithm consisting of imperi-
alist competitive algorithm (ICA) and sequential quadratic 
programming technique is presented in [8] to solve the ELD 
problem. In [9] a method based on the quantum particle 
swarm optimization is proposed and applied to ELD problem 
in order to solve this problem possessing non-smooth and 
smooth cost functions. To improve the effectiveness and qual-
ity of ELD problems’ solutions, an algorithm based on real 
coded chemical reaction is proposed in [10] which involve 
different equality and inequality constraints. The simulated 
annealing algorithm is used to minimize the fuel cost and 
the gas emissions in [11]. The synergic predator–prey opti-
mization (SPPO) algorithm is used to solve ELD problem for 
thermal units with practical aspects by using of collaborative 
decision for movement and direction of prey and maintains 
diversity in the swarm due to fear factor of predator, which 
acts as the baffled state of preys’ mind [12].       

2  Problem Formulation

The main objective of ELD problem is to minimize the 
operating costs of generating units so that the equality and 
inequality constraints of the power system are met.

2.1  Objective Function of ELD Problem

The cost function of generating units can be expressed as a 
quadratic function, so the objective function of ELD prob-
lem can be formulated as follows:

where, Fc is the total fuel cost of generating units; Fi(Pi) is 
the fuel cost associated with the unit i; ng is the total number 
of generating units; and ai, bi, and ci are fuel cost coefficients 
of unit i.

(1)minFC =

ng∑
i=1

Fi(Pi) =

ng∑
i=1

aiP
2

i
+ biPi + ci
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2.2  Objective Function of Non‑Convex ELD Problem

If the valve-point effects are considered in the generators 
fuel cost functions, their cost functions exhibit non-convex 
characteristics. This effect is modeled with adding sinusoidal 
term to quadratic cost function as follows:

where, ei and fi are represented coefficients of cost function 
which indicate valve-point effect of unit i. Pmin

i
 is the lower 

limit constraint for generator i [35].

2.3  Objective Function of Non‑Convex ELD Problem 
Considering Multi‑fuel Effect

When the generating units are operating with multiple fuel 
types, cost function of each unit is expressed with several 
equations, where each equation is corresponding to one type 
of fuel. This can be formulated as follows:

where, aik, bik, and cik are cost function coefficients of unit i 
for fuel type k and Pmax

i
 is the upper limit constraint for gen-

erator i. If the valve-point effects are considered in addition 
to multiple fuel types, the sinusoidal term in Eq. (1) is added 
to each of the above quadratic equations [36].

2.4  Non‑Convex ELD Constraints

A non-convex ELD optimization problem has equality and 
inequality constraints such as ramp-rate constraints, prohib-
ited operating zones, valve-points effect, and multi fuel option.

2.4.1  Power Balance Constraint

In order to maintain the balance between generation and 
consumption in the power system, the following equality 
constraint must be satisfied:

where, Pload and Ploss are the system load and loss amount, 
respectively. Ploss can be achieved using B-matrix coeffi-
cients as a quadratic function of power outputs as follows:

(2)Fi(Pi) = aiP
2

i
+ biPi + ci +

|||ei × sin(fi × (Pmin

i
− Pi))

|||

(3)Fi(Pi) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩

ai1P
2

i
+ bi1Pi + ci1 +

���ei1 × sin(fi1 × (Pmin

i
− Pi))

��� fuel1, Pmin

i
≤ Pi ≤ Pi1

ai2P
2

i
+ bi2Pi + ci2 +

���ei2 × sin(fi2 × (Pmin

i
− Pi))

��� fuel2, Pi1 ≤ Pi ≤ Pi2

∶

∶

∶

∶

aikP
2

i
+ bikPi + cik +

���eim × sin(fim × (Pmin

i
− Pi))

��� fuelk, Pik−1 ≤ Pi ≤ Pmax

i

(4)
ng∑
i=1

Pi = Pload + Ploss

where, Bij, B00, B0i are coefficients of loss function of trans-
mission system.

2.4.2  Generators’ Capacity Constraint

Production of each generator must be between its upper and 
lower capacity limits. This constraint is expressed by the 
following inequality:

2.4.3  Generators’ Ramp Rate Constraints

The range of output power of a generator in a certain time 
is determined according to its ramp rate constraint. In fact, 
this constraint causes the lower and upper production limit 

of a generator to be dependent on its initial production at 
any particular time. Considering this constraint, the above 
formula (6) changes to:

where, P0

i
 is initial output power, DRi, and URi are ramp up 

and ramp down limits of each unit respectively.

2.4.4  Prohibited Operating Zones Constraint

In some cases, a generating unit cannot produce energy in 
all the range between its upper and lower capacity limits due 
to machine components or instability concerns. The zone 
where power cannot be produced is called prohibited operat-
ing zones (POZs). The POZs constraint can be formulated 
mathematically as follows:

(5)Ploss =

ng∑
i=1

ng∑
j=1

Pi.Bij.Pj +

ng∑
i=1

B0i.Pi + B00

(6)Pmin

i
≤ Pi ≤ Pmax

i
; i = 1, ......, ng

(7)max{Pmin

i
,P0

i
− DRi} ≤ Pi ≤ min{Pmax

i
,P0

i
+ URi}

(8)

Pi ∈

⎧⎪⎨⎪⎩

Pmin

i
≤ Pi ≤ Pl

i,1

Pu
i,k−1

≤ Pi ≤ Pl
i,k

Pu
i,zi−1

≤ Pi ≤ Pmax

i

; k = 2, 3, ......, zi , i = 1, 2, ...., nz
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where, Pl
i,k

 and Pu
i,k

 are the lower and upper boundaries of the 
k’th prohibited zone of unit i, respectively. zi is the number 
of POZs of unit i, and nz is the number of units with POZs.

2.5  Non‑Convex Multi Area ELD Constraints

In non-convex multi area ELD, the real power balance constrain 
is different from non-convex ELD. Therefore, the real power 
balance constrain in non-convex multi area ELD as follow:

where Tik is the tie line real power transfer from area i to 
area k. Tik is positive when power flows from area i to area k 
and Tik is negative when power flows from area k to area i.

Also, the tie line real power transfer Tik from area i to area 
k should not exceed the tie line transfer capacity for security 
consideration.

where Tmax

ik
 is the power flow limit from area i to area k and 

−Tmax

ik
 is the power flow limit from area k to area i.

3  Proposed Hybrid ICA‑PSO Algorithm

In this section, the background of PSO, ICA, and proposed 
hybrid approach based on ICA-PSO methods are presented.

3.1  PSO Background

PSO is a population based method that was introduced by Ken-
nedy and Eberhart [37]. In PSO, each particle moves in the 

(9)
Mi∑
j=1

Pij = Pload,i + PLoss,i +
∑
k,k≠i

Tik ; ∀ i

(10)−Tmax

ik
≤ Tik ≤ Tmax

ik

search space with a velocity according to its own previous best 
solution and its group’s previous best solution. Each particle 
updates its position and velocity with the following equations:

where Xi(t) and Vi(t) are vectors representing the position 
and velocity of the i th particle, respectively and

where j � 1, 2, …, d represents the dimension of the parti-
cle; 0 < w < 1 is an inertia weight determining how much 
of particle’s previous velocity is preserved; c1 and c2 are 
two positive acceleration constants;r1j , r2j are two uniform 
random sequences sampled from [0, 1]; pbi is the personal 
best position found by the i th particle; and gb is the best 
position found by the entire swarm so far. The PSO has been 
proven to be very effective for static and dynamic optimiza-
tion problems. But in some cases, it converges prematurely 
without finding even a local optimum.

3.2  ICA Background

Imperialist competitive algorithm (ICA) [33] is one of the 
recently proposed evolutionary algorithm, which is based on 
the human’s socio-political evolution.

In this algorithm, all individuals are grouped in several 
empires. The mechanisms in the algorithm are designed to 
bring out an empire, stronger than the others, that finds the 
best solutions. Imperialistic competition aims to suppress 
the weakest empire and strengthen the strongest empire. The 
main steps of the algorithm are summarized in Algorithm 1. 
More detailed information can be found in [33]. 

(11)Xi(t + 1) = Xi(t) + Vi(t + 1)

(12)
Vij(t + 1) = wVij(t) + c1r1j(pbij − Xij(t)) + c2r2j(gbj − Xij(t))

Algorithm 1. Steps of imperialist competitive algorithm

1: Initialize and evaluate the empires

2: while Stop condition is not satisfied do

3: Move the colonies toward their relevant imperialist (assimilation)

4:    if there is a colony in an empire which has a lower cost than the imperialist then

5:         Change the positions of that colony and the imperialist

6:    end if

7:    Compute the total cost of all empires

8:    Imperialistic competition

9:    if there is an empire with no colony then

10:      Eliminate this empire

11:       end if

12: end while
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3.3  Proposed Hybrid ICA‑PSO

This paper applied the hybrid approach of imperialist com-
petitive algorithm (ICA) and particle swarm optimization 
(PSO) for obtaining better optimizer. In the standard ICA, 
there are only two types of countries: imperialists and 
colonies. In the proposed hybrid algorithm (ICA-PSO) we 
added another type of country, ‘Independent’. Independ-
ent countries do not fall into the category of empires, and 
are anti-imperialism. In addition, they are united and their 
shared goal is to get stronger in order to rescue colonies and 
help them join independent countries. These independent 
countries are aware of each other positions and make use of 
swarm intelligence in PSO for their own progress.

With these definitions, steps of the proposed algorithm 
can be summarized as presented in the following:

4  Step 1: initialization;

• Generate and initialize Npop initial population countries and 
sort them in ascending order (country with lower cost in 
higher order);

• Select the first Nind countries as independent countries;
• Select the next Nimp countries as imperialist countries;
• Select the rest of countries (Ncolony = Npop-Nind-Nimp) as 

colonies;
• Form the empires from imperialists and colonies;
• Select the strongest independent country (independent 

country with the lowest cost) as the best collective expe-
rience of independent countries ( gbesttot

ind
);

• Select the strongest imperialist country (imperialist coun-
try with the lowest cost) as the best collective experience 
of imperialist countries ( gbesttot

imp
);

5  Step2: Assimilation of the independent 
countries:

• Attitude of independent countries toward the strong-
est independent country according to Fig. 1 (similar to 
assimilation process in ICA);

• Update best personal experience of independent coun-
tries (similar to ICA);

(13)

X
K+1
ind

= X
K
ind

+𝛽1 ∗ d ∗ U(−𝜃, 𝜃)

𝛽1 > 1

𝜃 ≈
𝜋

4

6  Step3: Movement of colonies of every 
emperor similar to PSO background;

• Choose imperialist of every empire as gbest of its colo-
nies;

• Move every colony based on its gbest, best individual 
experience, and current position according to Fig. 2;

• Update best personal experience of every colony;
• Attitude of colonies toward their own imperialist accord-

ing to Fig. 3 (similar to assimilation process in ICA);
• Update best personal experience of every colony;

7  Step4: Movement of imperialists of every 
emperor similar to PSO:

• Move every imperialist based on its best individual expe-
rience and current position, and gbesttot

imp
 according to 

Fig. 4;

• Update best personal experience and gbesttot
imp

 of imperial-
ists;

• Attitude of imperialists toward the strongest imperialist 
according to Fig. 5;

• Update best personal experience and gbesttot
imp

 of imperial-
ists;

(14)
VK+1 = w2V

K + C1rand( )(P
K
colony

− XK
colony

)

+ C2rand( )(G
K
colony

− XK
colony

)

(15)XK+1
colony

= XK
colony

+ VK+1

(16)XK+1
colony

= XK
colony

+ � ∗ d1 ∗ U(−�, �)

(17)
VK+1 = w3 V

K + C1rand( ) (P
K
imp

− XK
imp

)

+ C2rand( ) (gbest
tot
imp

− XK
imp

)

(18)XK+1
imp

= XK
imp

+ VK+1

(19)
XK+1
imp

= XK
imp

+ 𝛽 ∗ d2 ∗ U(−𝜃, 𝜃)

𝛽 > 1
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8  Step5: Revolution:

• Update the best individual experience of colonies after 
the revolution;

9  Step6: Assimilation between imperialists 
and independent countries:

• If gbesttot
imp

> gbesttot
ind

(i.e. if the best collective experience 
of independent countries is better than the best collective 
experience of imperialists), then:

• Attitude the imperialists’ gbest toward the independent 
countries’ gbest according to Fig. 6;

• If due to this attitude, the cost of imperialists (best col-
lective experience of imperialists) becomes better than 
previous state, the new position is updated (as the new 
best collective experience of imperialists);

• But if gbesttot
imp

> gbesttot
ind

(i.e. if the best collective experi-
ence of imperialists is better than the best collective 
experience of independent countries), then:

• Attitude the independent countries’ gbest toward the 
imperialists’ gbest according to Fig. 7;

• If due to this attitude, the cost of independent countries 
(best collective experience of independent countries) 
becomes better than previous state, the new position is 
updated (as the new best collective experience of inde-
pendent countries);

10  Step7: Comparison of imperialist 
with the best colony (similar to ICA);

• Exchange imperialist with best colony if is necessary;

11  Step8: Competition for independency:

• Independent countries have anti-imperialism behavior 
and are in competition with imperialists. Independent 
countries’ aim is to free the colonies from the empires 
and let them join independent countries to cause the col-
lapse of all empires. Similar to [38], in this part of algo-
rithm, we calculate the total cost of independent coun-
tries with the mean of each ones cost;

(20)
XK+1
gbest imp

= XK
gbest imp

+ 𝛽1 ∗ d3 ∗ U(−𝜃, 𝜃)

𝛽1 > 1

(21)
XK+1
gbest inp

= XK
gbest inp

+ 𝛽1 ∗ d3 ∗ U(−𝜃, 𝜃)

𝛽1 > 1

Table 1  Effect of the parameters of hybrid on optimization of f5

β β1 Average β β1 Average

0.5 0.5 51.44 3 0.5 865
0.5 1 41.46 3 1 510.36
0.5 1.5 13.32 3 1.5 55.06
0.5 2 6.36 3 2 21.92
0.5 2.5 9 3 2.5 30.14
0.5 3 4.92 3 3 12.12
0.5 3.5 21.86 3 3.5 4.96
0.5 4 30.9 3 4 1043.24
0.5 4.5 34.18 3 4.5 2549.12
0.5 5 33.4 3 5 2870.66
1 0.5 5.22 3.5 0.5 1205.54
1 1 5.1 3.5 1 761.26
1 1.5 2.78 3.5 1.5 62.84
1 2 2.5 3.5 2 24.92
1 2.5 1.86 3.5 2.5 47.04
1 3 0.52 3.5 3 12.24
1 3.5 0.82 3.5 3.5 5.22
1 4 1.5 3.5 4 664.56
1 4.5 2.04 3.5 4.5 3610.92
1 5 1.38 3.5 5 3930.7
1.5 0.5 39.68 4 0.5 1504.14
1.5 1 37.84 4 1 969.38
1.5 1.5 13.62 4 1.5 87.8
1.5 2 6.48 4 2 35.56
1.5 2.5 5.16 4 2.5 52.5
1.5 3 2.9 4 3 34.04
1.5 3.5 20.58 4 3.5 2.98
1.5 4 41.86 4 4 639.94
1.5 4.5 41.8 4 4.5 5731.82
1.5 5 44.52 4 5 7334.38
2 0.5 328.38 4.5 0.5 1637.34
2 1 228.1 4.5 1 958.42
2 1.5 42 4.5 1.5 86.44
2 2 11.78 4.5 2 34.34
2 2.5 20.2 4.5 2.5 67.18
2 3 12.04 4.5 3 38.12
2 3.5 8.38 4.5 3.5 4.22
2 4 442.38 4.5 4 643.36
2 4.5 750.4 4.5 4.5 6272.5
2 5 763.38 4.5 5 14229.86
2.5 0.5 577.5 5 0.5 1721.36
2.5 1 436.88 5 1 1038.34
2.5 1.5 51.18 5 1.5 94.62
2.5 2 16.32 5 2 35.14
2.5 2.5 16.78 5 2.5 39.7
2.5 3 11.06 5 3 273.72
2.5 3.5 5.2 5 3.5 4.96
2.5 4 879.84 5 4 709.22
2.5 4.5 1819.82 5 4.5 7430.6
2.5 5 1854.66 5 5 18375.54
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• If emperor k be weaker than independent countries, we 
select the weakest colony of that emperor. Then, the 
selected colony is moved toward the independent coun-
tries according to following Eqs. (14) and (15);

• select the weakest colony of each empire that was weaker 
than independent countries. This was obtained by com-
paring the total cost of independent countries with the 
empires total cost. Then, we moved the selected colony 
toward the independent countries according to Eqs. (14) 
and (15). This normally happens due to the fact that the 

(22)TCI = mean{Cost(Independent Country)} colonies are not interested to be a colony, and they try to 
separate themselves from their empires;

• If this weakest colony gets stronger than its imperialist 
country after the movement toward independent coun-
tries, then they will leave that empire and join independ-
ent countries;

(23)
VK+1 = w3 V

K + Cind1rand( ) (P
K
colony

− XK
colony

)

+ Cind2rand( ) (G
K
indpendent country

− XK
colony

)

(24)XK
colocny

= XK
colony

+ VK+1

Table 2  Benchmark functions [42]

Benchmark functions n Search space Global 
minimum

f1(x) =
n∑

i = 1

�
100(xi+1 − x2

i
)
�2
+
�
xi − 1

�2 30 [−30, 30]n 0

f2(x) =
n∑

i = 1

�
x2
i
− 10 cos(2�xi) + 10

� 2 30 [−5.2, 5.2]n 0

f3(x) = −20 exp

�
−0.2

�
1

n

n∑
i=1

x2
i

�
− exp

�
1

n

n∑
i=1

cos(2�xi)

�
+ 20 + e

30 [−32, 32]n 0

f4(x) =
n∑

i = 1

�
i∑

j=1

xj

� 2 30 [−100, 100]n 0

f5(x) =
n∑

i = 1

�⌊xi + 5⌋� 2 30 [−100, 100]n 0

Table 3  Comparison of 
different algorithm mean 
and standard deviation for 
benchmark functions

Method Functions F1 F2 F3 F4 F5

GA [42] Mean 338.5516 0.6509 1.0038 9749.9145 3.697
Std 361.497 0.3594 6.7545E−2 2594.9593 1.9517

PSO [42] Mean 37.3582 20.7863 0.2323 1.1979E−3 0.146
Std 32.1436 5.94 0.4434 2.1109E−3 0.4182

GSO [42] Mean 49.8359 1.0179 3.0792E−2 5.7829 1.6000E−2
Std 30.1771 0.9009 3.0867E−2 3.6813 0.1333

QGSO [43] Mean 34.4281 3.3666E−3 1.2926E−4 0.0404 0.0040
Std 24.5366 2.6140E−3 1.8995E−4 0.0291 0.0015

S-PSO [28] Mean 78.109 151.23 21.101 1477.4 3
Std – – – – –

MFG-PSO [28] Mean 47.83 150.24 20.5678 5.3609 0
Std – – – – –

G-PSO [28] Mean 45.69 116.41 20.1276 2.8252 0
Std – – – – –

PSO-DTT [28] Mean 41.52 39.798 1.2789 2.1165 0
Std – – – – –

PSO-DFCM [28] Mean 0.8837 1.1369E−13 3.8348E−6 9.7048E−6 0
Std – – – – –

Proposed Mean 1.336 1.22E−24 4.39E−14 0 0
Std 1.9068 6.70E−24 2.30E−14 0 0
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12  Step9: Competition to colonize 
independent countries:

• If the power of independent countries is less than that of 
all empires, then one of the independent countries will 
be available for competition between all empires like the 
“imperialistic competition” stage in ICA [38];

Step10: Imperialistic competition:

• Eliminate the weakest colony of the weakest empire;
• Eliminate empires which have no any colonies;
• Check the stop criteria, otherwise go to Step 2;

The proposed algorithm flowchart is dedicated in 
Fig. 8.

13  Case Studies

In this section the proposed hybrid algorithm has been 
applied on some benchmark functions and ELD problems. 
Results of the proposed hybrid algorithm are compared with 
results of the latest reported algorithms in the literature. It 
should be mentioned that optimum values obtained using the 
proposed hybrid algorithm are presented in bold in Tables 3, 
4, 5, 6, 7.

Table 5  Comparison of simulation results for 10-unit test system

Methods Minimum cost ($/h)

PSO [57] 624.3045
ICDEDP [64] 623.8092
TSA [62] 624.3078
DE [65] 624.5146
AA [58] 623.95
GSO [42] 623.8465
CCDE [59] 623.8288
SPPO [12] 623.8279
QGSO [43] 623.8276
IPSO [60] 623.8730
APSO2 [57] 623.9099
APSO1 [57] 624.0145
CPSO [38] 624.1715
MSFLA [61] 624.11569
GHS [61] 623.84914
SFLA-GHS [61] 623.84065
SDE [61] 623.82656
NPSO [46] 624.16
DSPSO-TSA [62] 623.8375
PSO-GM [38] 624.305
CBPSO-RVM [38] 623.9588
ED-DE [65] 623.8290
PSO_LRS [46] 624.23
PSO-ICA (proposed) 623.8257

Table 6  Comparison of simulation results for 15-unit test system

Unit Proposed GA method [45] PSO method [45] IDP [66] EMA-SS [63] EMA [63] PSO-SIF [63]

1 455 415.3108 439.1162 455 455 455 455
2 420 359.7206 407.9727 420 380 380 380
3 130 104.425 119.6324 130 130 130 130
4 130 74.9853 129.9925 130 130 130 130
5 270 380.2844 151.0681 270 170 170 170
6 460 426.7902 459.9978 460 460 460 460
7 430 341.3164 425.5601 430 430 430 430
8 60 124.7867 98.5699 60 71.7941 72.0415 74.9813
9 25 133.1445 113.4936 25 58.8675 58.6212 55.844
10 62.34799 89.2567 101.1142 63.0411 160 160 160
11 80 60.0572 33.9116 80 80 80 80
12 80 49.9998 79.9583 80 80 80 80
13 25 38.7713 25.0042 25 25 25 25.0001
14 15 41.9425 41.414 15 15 15 15
15 15 22.6445 35.614 15 15 15 15.0598
Total generation 2657.34799 2668.4 2662.4 2658.04 2660.6616 2660.6626 2660.8822
Total loss 27.35352 38.2782 32.4306 27.9777 30.6616 30.6626 30.8822
Total generation scost ($/h) 32,582 33,113 32,858 32,590 32704.4498 32704.4503 32706.8800
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13.1  Parameter Selection

The maximum number of iterations is set to 250 for all 
benchmarks and 300 for all ELD test systems. It should be 
mentioned that, these values are selected in a way to insure 
that the further convergence is not possible. Similar to [39], 
the population size for benchmark functions is set to 100 
and for ELD problems the population size of 200 is used. 
Using larger population size results in a better exploration 
of the search space with the cost of increasing computa-
tional time. In order to determine the parameters of the 
proposed ICA-PSO algorithm, a number of simulations are 
done using benchmark function f5(x) =

∑n

i = 1

�⌊xi + 5⌋�2 . 
Table 1 shows the average value of function over 50 trial 
runs. From this table it can be observed that the � = 1 and 
�1 = 3 result in better solution.

13.2  Benchmarks

Five benchmark functions are studied in this section in order 
to evaluate the performance of the proposed Hybrid PSO-
ICA algorithm. Definitions of the benchmark functions 
[39] are presented in Table 2. Proposed hybrid PSO-ICA is 
applied to mentioned benchmark functions for 1000 times 
and minimum, mean, maximum, and standard deviation of 
the results is presented in Table 3. The obtained results are 
compared with GA, PSO, GSO, CQGSO, S-PSO, MFG-
PSO, G-PSO, PSO-DTT and PSO-DFCM [28, 40] in 
Table 3. Default parameters are used for PSO and GA in 
[39]. The results of PSO and GA are directly quoted from 
[32]. It can be observed from this table that the proposed 
algorithm converges to better results in comparison with 
GA, PSO, GSO, CQGSO, S-PSO, MFG-PSO, G-PSO, PSO-
DTT and PSO-DFCM algorithms. Finally, Fig. 9 shows the 
convergence of proposed hybrid approach is better than con-
ventional ICA and PSO methods for 5th benchmark func-
tions simulations.

13.3  Test System I: 6‑Unit

A six-thermal unit sample system with transmission losses, 
POZs and ramp rate is used to demonstrate the performance 
of the proposed method. Coefficients of the Kron’s loss for-
mula (5) in per unit (with a 100 MVA base capacity) along 
with the generators’ characteristics can be found in [41]. 
Table 4 shows the obtained optimal power output, minimum 
cost for this test system over the 50 trial runs. These results 
are compared with particle swarm optimization (PSO) [42], 
genetic algorithm (GA) [42], multiple Tabu search (MTS) 
algorithm [41], new particle swarm optimization with local 
random search (NPSO-LRS) [43], bacterial foraging optimi-
zation (BFO) [44], new adaptive particle swarm optimiza-
tion (NAPSO) algorithm [45], self-organizing hierarchical 

particle swarm optimization (SOH-PSO) method [46], bio-
geography-based optimization (BBO) [47], new modified 
particle swarm approach (New-MPSO) [48], string struc-
ture GA (SGA) [49], differential evolution (DE) [50–52], 
improved DE (IDE) [51], and Grey Wolf Optimizer (GWO) 
[53] in Table 4. Although the obtained solution is not guar-
anteed to be the global optimum, the results of the literature 
are better in comparison with existing methods.

13.4  Test System II: 10‑Unit

This test system is a 10-generator system with valve-point 
loading effect and multi-fuel option. The coefficients are 
provided in [35] and fuel cost function is described in (4). 
The total load demand is 2700 MW. It should be noted that 
the transmission losses are not considered for the sake of 
comparison. Optimal power outputs and corresponding 
fuel types are presented in Table 6. 10-unit ELD problem 
is solved using proposed algorithm for 100 trial runs. The 
minimum cost of the proposed algorithm are compared 
with the results of PSO with local random search (PSO-
LRS) algorithm [43], new PSO (NPSO) [43], new PSO 
with local random search (NPSO-LRS) [43], PSO [54], 
anti-predatory PSO (APSO) [54], advanced PSO (CPSO) 
[36], PSO with Gaussian mutation (PSO-GM) [35], Tabu 
search algorithm (TSA) [55], distributed Sobol PSO and 
TSA (DSPSO–TSA) [55], PSO with the constriction factor 
and inertia weight (CBPSO) [36], hybrid integer coded dif-
ferential evolution–dynamic programming (ICDEDP) [56], 

Table 7  Comparison of simulation results for 140-unit test system for 
different runs

Method ICA PSO Hybrid

Run# 1 3,799,038 1,791,136 1,747,466
Run# 2 3,714,967 1,799,619 1,777,886
Run# 3 5,590,852 1,790,534 1,770,181
Run# 4 6,395,817 1,805,175 1,765,091
Run# 5 4,758,224 1,816,159 1,796,745
Run# 6 6,561,857 1,811,030 1,776,037
Run# 7 5,307,878 1,785,435 1,771,831
Run# 8 1,859,132 1,811,525 1,803,871
Run# 9 4,092,326 1,824,361 1,776,234
Run#10 5,946,920 3,354,531 1,801,375
Run#11 4,227,660 1,819,723 1,780,698
Run#12 4,715,994 1,838,139 1,787,768
Run#13 8,357,122 1,862,638 1,787,979
Run#14 3,693,615 1,841,646 1,794,103
Run#15 1,996,993 1,802,004 1,798,093
Best Cost 1,859,132 1,785,435 1,747,466
Std 366,320 2,138,569 17,168
Mean 1,930,301 4,239,077 1,783,367
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DE [57], estimation of distribution and differential evolu-
tion cooperation (ED–DE) [57], auction algorithm (AA) 
[58], Colonial competitive differential evolution (CCDE) 
[59], Synergic predator–prey optimization (SPPO) [12], 
improved particle swarm optimization (IPSO) [60], modified 
shuffled frog leaping algorithm (MSFLA) [61], global-best 
harmony search algorithm (GHS) [61], shuffled frog leaping 
algorithm- global-best harmony search algorithm (SFLA-
GHS) [61], and shuffled differential evolution (SDE) [61] in 
Table 5. It can be observed from Table 5 that the proposed 
algorithm results in a better solution in comparison with the 
most of the approaches reported in the literature.

13.5  Test System III: 15‑Unit

A fifteen-thermal unit sample system with transmission 
losses, POZs and ramp rate is used to demonstrate the per-
formance of the proposed method. Coefficients of the Kron’s 
loss formula (5) in per unit (with a 100 MVA base capac-
ity) along with the generators’ characteristics can be found 
in [62]. Table 6 shows the obtained optimal power output, 
minimum cost for this test system over the 50 trial runs. 
These results are compared with particle swarm optimiza-
tion (PSO) [42], genetic algorithm (GA) [42], improved 
dynamic programming [62], exchange market algorithm 

Table 8  Optimal solution 
results for Korean power system 
with non-convex cost functions

Unite non-convex Unite non-convex Unite non-convex Unite non-convex

P1 119 P38 241 P75 175 P112 176.7096
P2 143.735 P39 630.2064 P76 197.1559 P113 99.89528
P3 183.5729 P40 731.157 P77 409.819 P114 94
P4 160.8548 P41 3.384831 P78 437.3391 P115 262.8186
P5 188.0766 P42 16.71164 P79 160.003 P116 253.3691
P6 90 P43 234.7288 P80 525.366 P117 258.996
P7 472.6485 P44 160 P81 254.9067 P118 135.8184
P8 487.9052 P45 160 P82 90.15015 P119 130.8531
P9 496 P46 178.9685 P83 197.5964 P120 124.6016
P10 495.4706 P47 160 P84 163.4007 P121 177.3485
P11 496 P48 183.3887 P85 117.4372 P122 15.55073
P12 496 P49 236.9995 P86 208.9801 P123 55.31176
P13 506 P50 178.6072 P87 207 P124 55.9136
P14 504.7661 P51 412.2981 P88 175 P125 10.70852
P15 505.6835 P52 479.6429 P89 260.3355 P126 12
P16 503.606 P53 494.9683 P90 213.1182 P127 32.80936
P17 502.69 P54 166.4493 P91 285.2599 P128 128.4102
P18 498.3187 P55 368.9966 P92 575 P129 11.35156
P19 505 P56 374.2365 P93 520.0955 P130 20.67907
P20 505 P57 192.909 P94 835.7002 P131 5
P21 505 P58 198 P95 834.534 P132 50
P22 483.1803 P59 311.8676 P96 663.8483 P133 10
P23 499.1876 P60 403.2486 P97 719.7932 P134 42
P24 505 P61 417.2007 P98 718 P135 46.86684
P25 533.6424 P62 302 P99 678.5672 P136 41.00517
P26 529.9362 P63 162.9064 P100 963.9995 P137 17
P27 548.916 P64 170.9254 P101 958 P138 7
P28 542.2959 P65 361.8109 P102 947.8999 P139 19
P29 490.4911 P66 223.4258 P103 933.9942 P140 34.69666
P30 485.4273 P67 429.6728 P104 935 T21 100
P31 494.9834 P68 437.4247 P105 843.397 T23 85.5055
P32 505.8532 P69 130 P106 880.9 T31 99.02649
P33 505.8096 P70 130 P107 873.7 T41 99.89931
P34 500.4599 P71 144.4948 P108 821.3867 T42 99.20145
P35 499.984 P72 419.7431 P109 856.8703 T43 99.24246
P36 433.7108 P73 405.6843 P110 864.8
P37 237.8218 P74 268.2214 P111 825.5521
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(EMA) [63], exchange market algorithm with smart search-
ing (EMA-SS) [63], and particle swarm optimization with 
smart inertia factor (PSO-SIF) [63]. The obtained results 
outperform the existing methods, although the obtained 
solution is not guaranteed to be the global optimum.

13.6  Test System IV: Four Area 140‑Unit Test System

This case is Korean power system. This is a large scale test 
case which consisted of 140 generating units with valve-
points effect and POZs constraints. The generator data has 
been taken from [64]. The total demand is 49,342 MW. The 
140 generators are divided into four areas. Area 1 includes 

Fig. 1  Independent Country 
movement toward global best 
of independent country in new 
hybrid

Fig. 2  Movement of colonies of 
every emperor
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first 35 units and 32% of the total load demand. Area 2 has 
second 35 units and 20% of the total load demand. Area 3 
consists of 35 units and 33.5% of the total load demand. 
Area 4 includes last 35 generators and 14.5% of the total 
load demand. The power flow limit between different areas 
is limited to 100 MW. Transmission loss is neglected here. 
The problem is solved by using proposed hybrid ICA-PSO 
algorithm. For this test system, the population size (NP) and 
maximum number of iterations have been selected to be 100 
and 250, respectively. To validate the proposed hybrid ICA-
PSO, the same test system is solved using conventional ICA 
and PSO methods. Comparison of simulation results for 
140-unit test system for different runs using the ICA, PSO, 

and proposed hybrid methods are shown in Table 7. Also, 
Table 8 shows the optimal solution results for Korean power 
system with non-convex cost functions. Finally, Fig. 10 
shows the convergence of the proposed hybrid approach is 
higher than conventional ICA and PSO methods.

14  Conclusion

In this paper, the non-convex multi area economic dispatch 
problem with valve-point effects was solved using the pro-
posed ICA-PSO approach. The proposed hybrid approach 
combined ICA with PSO methods. To validate the proposed 
approach, some test systems with non-convex solution 

Fig. 3  Colony movement toward Imperialist in new hybrid

Fig. 4  Movement of imperial-
ists of every emperor

Fig. 5  Imperialist movement toward global best Imperialist in new 
hybrid
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spaces were solved. Compared with previous approaches, the 
results showed the effectiveness of the proposed approach 
in terms of high-quality solution, convergence and good 
computation efficiency. According to the results, it can 
be concluded that the proposed approach is a successful 
method for solving non-convex economic dispatch problems, 
especially in large scale systems. Also, a large scale multi-
area economic dispatch (MAED) problem is solved using 
the proposed hybrid approach. In MAED, the generation 
level and interchange power between areas such that total 
fuel cost in all areas is minimized while satisfying power 

balance constraints, generating limits constraints and tie-
line capacity constraints. So, it can be concluded that the 
proposed hybrid approach has a good potential for solving 
the complex non-smooth problems in power system opera-
tion. Using optimized PSO in hybridization with ICA, taking 
into account AC network modeling, the impact of security 
constraints and considerations on environmental conditions 
and other influencing factors can be a good way to complete 
studies in this area.

Fig. 6  Global best of imperial-
ist countries movement toward 
global best of independent 
countries in new hybrid

Fig. 7  Global best of independ-
ent countries movement toward 
global best of imperialist coun-
tries in new hybrid
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Fig. 8  Flowchart of the proposed hybrid methodology

Fig. 9  The comparison of convergence for proposed hybrid with conventional ICA and PSO methods in 5th benchmark functions
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