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Abstract
Gastric diseases are a common medical issue; they can be detected using endoscopy equipment. Computer-aided diagnosis 
(CADx) systems can help internists identify gastric diseases more accurately. In this paper, we present a CADx system that 
can detect and classify gastric diseases such as gastric polyps, gastric ulcers, gastritis, and cancer. The system uses a deep 
learning model as a GoogLeNet based on an Inception module. The fast and robust fuzzy C-means (FRFCM) and simple lin-
ear iterative clustering (SLIC) superpixel algorithms are applied for image segmentation during preprocessing. The FRFCM 
algorithm, which is based on morphological reconstruction and membership filtering, is much faster and more robust than 
fuzzy C-means. In addition, the SLIC superpixel algorithm adapts the k-means clustering method to efficiently generate 
superpixels. These two approaches produce a feasible method of classifying normal and abnormal gastric lesions. The areas 
under the receiver operating characteristic curves were 0.85 and 0.87 for normal and abnormal lesions, respectively. The 
proposed CADx system also performs reliably.
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1  Introduction

The National Cancer Registration Statistics that were 
released by the Ministry of Health and Welfare in 2018 [1] 
show an increase in the incidence of gastric cancer based 
on the cancer age standardized incidence rate (ASR) up to 

2016. According to these statistics, it is now the first and 
fourth most frequently occurring gastric cancer in men and 
women, respectively. The ASR of gastric cancer around 
the world is shown in Fig. 1, based on data from the Inter-
national Agency for Research on Cancer (IARC), which 
is affiliated with the World Health Organization (WHO) 
[2]. East Asian countries occupy the top positions and 
South Korea has the highest incidence. Early diagnosis of 
gastric lesions is very important because gastric cancer 
does not have any significant symptoms until it has pro-
gressed to a later stage. In order to prevent gastric cancer, 
it is necessary to diagnose the gastric lesions that cause 
the cancer. Most of these diagnoses are done via gastric 
endoscopy [3].

Recently, computer-aided diagnosis (CADx) systems, 
which assist doctors in the characterization of lesions, have 
been actively studied and applied. The number of available 
endoscopy images has increased as endoscopy equipment 
has been improved, but the fatigue of doctors observing 
the lesions and the diagnostic time have also increased. 
At present, the characterization of endoscopy images is 
highly dependent on the experience of doctors. An effective 
CADx system could increase the early diagnosis of gastric 
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lesions, which would improve the quality of life of patients 
by preventing gastric cancer [4].

A CADx system study is currently underway that uses 
endoscopy images to classify Helicobacter pylori infec-
tions based on a deep learning model [5] and other stud-
ies have used convolutional neural networks to classify 
tumors and adenomas [6]. In addition, there studies have 
compared the results of multiple convolutional neural net-
works for various lesion classes [7]. Another study has 
used a support vector machine (SVM) to classify local 
binary pattern texture features that were extracted by a 
wavelet transformation of wireless capsule endoscopy 
images [8]. Furthermore, other studies have extracted vari-
ous color and texture features from segmented images in 
order to identify rare features among them and classify 
them using an SVM [9]. We have designed a CADx system 
that uses a new algorithm to classify abnormal and nor-
mal results based on endoscopy images. To achieve this, 
we used the deep learning model, which is based on the 
Inception module [10]. The gastric lesions are somewhat 
irregular, and show different characteristics and sizes. We 
expect that a segmented image identified as normal or 
abnormal by an internist can provide more detailed infor-
mation about the characteristics of lesions. Segmentation 
was conducted as a pre-processing technique using the 
simple linear iterative clustering (SLIC) superpixel algo-
rithm [11] as well as the fast and robust fuzzy C-means 
(FRFCM) algorithm [12]. The results of this method were 
compared to those from a previous study [13], in which 
segmentation was not applied.

2 � Methods

2.1 � Dataset

With institutional review board approval, a dataset was 
collected from the files of patients who had undergone 
gastric endoscope imaging in the Department of Inter-
nal Medicine at Gyeongsang National University, South 
Korea. For this study, 940 normal and 465 abnormal 
endoscopy images from 90 patients were collected. All of 
the images were chosen and classified by internists. We 
randomly divided the patient cases into two subsets, the 
training set and the test set. Table 1 shows the frequency 
of each disease seen in the abnormal images.

The training set included a total of 738 images, 493 
normal and 245 abnormal. The test set included a total of 
667 images, 447 normal and 220 abnormal. The types of 
lesions included in the dataset are shown in Fig. 2. The 
abnormal images included different gastric diseases such 
as gastric cancer, gastric ulcers, gastric cancer, and gastric 
bleeding. All of the lesions were cancerous gastric lesions 
[14].

Fig. 1   Incidence of gastric cancer around the world in 2016 (IARC 
2018)

Table 1   Frequency of each 
disease included in the 
abnormal images

Type Number

1. Gastritis 172
2. Gastric tumor 84
3. Gastric ulcer 101
4. Gastric cancer 63
5. Gastric bleeding 8
6. Other lesions 37

Fig. 2   Examples of gastric lesions seen in endoscopy images
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2.2 � Image Segmentation

The training data were applied to the deep learning model 
after image segmentation. Image segmentation is a pro-
cess in which similar features within an image are grouped 
together; in this work, the SLIC superpixel and FRFCM 
algorithms were used for the segmentation. Deep learning 
was then performed using the segmented images. It is impor-
tant to optimize image segmentation because there is a risk 
of under- or over-segmentation. In the case of over-segmen-
tation, it is difficult to extract the image features because the 
area is too small. On the other hand, under-segmentation 
does not provide enough information about the desired area. 

In Fig. 3, the areas containing the desired characteristics are 
shown in circles, Fig. 3a shows the optimal-segmentation. 
When information is extracted from a circle containing a 
desired feature, over-segmentation results in information 
also being extracted from other areas (Fig. 3b). On the other 
hand, under-segmentation does not extract all of the infor-
mation about the desired feature as the segment is smaller 
than the feature (Fig. 3c). Therefore, it is important to find 
the optimum segmentation value through several repetitions 
in order to extract the information effectively. Figure 4 pro-
vides the flowchart summarizing the proposed model. First, 
the segmentation parameter was set to 9 in the proposed 
CADx system. Given that the optimal segmentation param-
eters vary from one algorithm to another, it is possible to 
assess how two algorithms perform for the same parameter.

Figure 5 shows the configuration of the segmentation pro-
cess and convolutional neural network (CNN), which retains 
a Google Inception V3 model.

2.3 � SLIC Superpixel Segmentation

The SLIC superpixel algorithm is commonly used for image 
segmentation. This method segments the original image into 
groups of pixels with similar characteristics and then splits 
them into similar uniform areas. Each uniform area is treated 
as a superpixel. The shape of the superpixel is controlled 
by various features such as compactness, boundary preci-
sion, boundary recall, minimization of under-segmentation, 
and uniformity. Superpixel algorithms can be categorized as 
graph-based or gradient-ascent-based methods. The SLIC 
superpixel algorithm can be categorized as the latter.

The SLIC superpixel algorithm reduces the number of 
calculations required by limiting the range used in the cal-
culations. It is beneficial to adjust the size and compact-
ness of the superpixels by applying different weights to the 
difference between color information and local informa-
tion. As shown in Fig. 6, this method is quick because it 
is calculated by limiting the area in a different way to the 

Fig. 3   Segmentation types

Fig. 4   Flowchart summarizing the proposed model

Fig. 5   Configuration of the segmentation process and convolutional neural network
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standard k-means method. First, the RGB (red–green–blue) 
input image is converted to CIELAB (International Com-
mission on Illumination) color space. Then, the superpixels 
generated will have a similar size and cluster center value Ci . 
Equation (1) performs clustering based on the lightness L, 
green to red a, and blue to yellow b values of the CIELAB 
color space and the x and y values of the pixel’s coordinates:

The center point of C is calculated for the same interval 
as Eq. (2). Where N is the number of image pixels and K is 
the number of superpixels to be segmented. In Eq. (2), S is 
the spacing between the centers of the clusters. As shown 
in Fig. 6, k-means clustering is performed across the entire 
image area; in contrast, the SLIC algorithm performs clus-
tering based on the limited area 2S × 2S:

The distance is calculated for Li , ai , and bi , then the dis-
tances xi and yi are calculated to obtain the center of the 
clustered superpixel, Ci [11]. The SLIC superpixel algorithm 
was applied to the endoscopy images and the segmentation 
results are shown in Fig. 7. The segmented image was com-
pared with the ground truth specified by the internist; hence 
the abnormal superpixels were classified and training was 
performed.

2.4 � FRFCM Clustering Segmentation

The FRFCM algorithm is more advanced than other fuzzy 
C-means (FCM) algorithms. The FCM algorithm does not 
assign a pixel to a specific cluster; instead, it uses an algo-
rithm that provides information about clustering by calculating 
how much belongs to each defined cluster. The value data to 
be clustered using the FCM algorithm can be expressed as 
A = 

{
a1, a2,… , aN

}
⊆ Rp , where R is the vector space, p is 

the feature dimension, and N represents the total number of 

(1)Ci =
{
Li, ai, bi, xi, yi

}
.

(2)S =
√
N∕K.

data. Each pixel of a color image is represented by a feature 
vector such as xk =

(
xk1, xk2,… xkp

)
 . The cluster center can be 

expressed as C = (c1,… cm) where M is the number of clusters, 
equal to the number of clustering areas in the image.

The FCM algorithm is a method of obtaining the matrix 
U when the function FFCM(U,C|A) in Eq. (3) is minimized 
by applying iterative optimization algorithms with dataset A 
and cluster center C. In Eq. 2, n is a constant that indicates the 
degree of fuzzification and ||||ak − ci

||||
2 is a measure of the dis-

tance between a and c. Euclidean distance is used in the FCM 
algorithm. The membership value satisfies the condition for 
Eq. (4) and the sum of the affiliation values should be one. The 
values from Eq. (3) are repeated to satisfy the condition for 
Eq. (4) while the values of C and U are updated, and clustering 
is carried out with the optimal values. The cluster center value 
c is equal to Eq. (5) and m is the weight. When the center point 
c does not change, the operation ends:

The fast and robust FCM, or FRFCM, algorithm used 
in this paper was created by linking spatial information 
with the FCM algorithm in order to reduce the noise in the 

(3)FFCM(U,C|A) =

m∑

i =1

N∑

k =1

(ui,k)
n||||ak − ci

||||
2

(4)
N∑

k

uik = 1

(5)ci =

∑N

k=1
(uik)

mak
∑N

k=1
uik

, m > 1.

Fig. 6   a Standard k-means searches the entire image and b SLIC 
searches a limited area of the image

Fig. 7   SLIC superpixel segmented endoscopy images
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existing FCM algorithm. The FRFCM algorithm is robust 
to noise from morphology reconstruction, and it is effective 
for fast and efficient noise image segmentation using local 
membership filtering. It preserves image detail through mor-
phological reconstruction before clustering and it does not 
calculate the distance between the local spatial constraint 
and the cluster center point. It also uses membership fil-
tering, which only depends on the local spatial constraint. 
The proposed FRFCM algorithm is much simpler and faster 
because it does not calculate between the local spatial con-
straint and the cluster center point. That is, it divides the

image based on the clustering method that minimizes the 
objective function [12]. Since the FRFCM algorithm sup-
presses noise, we believe that clustering the gastric endos-
copy images will improve the segmentation of the lesion 
area. The resulting segmentation is shown in Fig. 8. The 
image is segmented into clusters that are different to those 
generated by the SLIC superpixel algorithm. Figures 7 and 
8 show that SLIC superpixel partitions of a uniform size can 
be identified by finding the cluster center point, which can 
be achieved by limiting the clustering space. On the other 
hand, the FRFCM algorithm, which relies on local spatial 
constraints, does not have space limitations. Thus, the split-
ting results are different to those generated using the SLIC 
superpixel algorithm.

2.5 � Training Process

In this study, we used convolutional neural networks, one 
of the deep learning models, to classify endoscopy images. 
Their performance improves as they become deeper. How-
ever, as the network becomes deeper it also becomes more 
complicated and various problems such as overfitting or 

gradient vanishing can occur. To combat this, we used 
GoogLeNet, a convolutional neural network that is a network 
of Inception modules. As shown in Fig. 9, the Inception 
modules consist of multiple 1 × 1 convolution layers, 3 × 3 
and 5 × 5 convolution layers, and 3 × 3 max pooling layers.

These modules play an important role in efficiently 
extracting image features. The Inception module limits the 
problems described above by simplifying the network. As 
the network becomes deeper, complex computations can be 
effectively reduced through the 1 × 1 convolution layer and 
other layers of the Inception module. The module maintains 
performance while reducing the amount of computation 
required. The Inception-v3 model was selected as this model 
improves performance by adding batch normalization to ver-
sion v2 [10]. Figure 10 shows a flowchart of the training 
process. The SLIC superpixel and FRFCM algorithms were 
applied to the pre-processing step. The segmented images 
were then inputted in the deep learning model based on the 
ground truth set by the internist. Only the abnormal areas 
are used for training, hence not all of the segmented areas 
are used.

2.6 � Test Algorithm

The trained model was used to test the data from the test 
set. The test process is shown by the flowchart in Fig. 11. 
The test data were segmented using the SLIC superpixel 
and FRFCM algorithms. The segmented images were then 

Fig. 8   FRFCM segmented endoscopy images

Fig. 9   Structure of the Inception module

Fig. 10   Flowchart of the training process
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inputted in the classification model where they were classi-
fied depending on whether the area was abnormal or normal. 
The classified results for the segmented areas were then used 
in the Abnormal Score. At this stage, if more than one-third 
of the segmented areas in a given image were classified as 
abnormal, then the image was classified as abnormal. The 
size of gastric lesions can vary significantly. The lesions can 
be a lesion that includes all of the segmented regions, and 
some that contain half of segmented regions. There are also 
lesions that contain one region. Therefore, classification was 
conducted using Eq. (6). The classification threshold value 
was set through experimentation:

3 � Results and Discussion

Lesions of various sizes are discovered in endoscopy images. 
Therefore, a model without segmentation is not enough to 
classify abnormal images. Thus, we proposed using the 
SLIC superpixel and FRFCM algorithms to create a CADx 
system for gastric lesion diagnosis, as shown in Fig. 4. In 
the models with segmentation, the image is segmented using 
an algorithm, and training is conducted based on the intern-
ist’s ground truth for the segmented area. A comparison of 
the performance of the two segmentation algorithms and its 
counterpart without segmentation is shown in Figs. 11 and 
12. All the segmentation parameters were set to 9 before 
segmentation was conducted. As shown in Fig. 12, the area 
under the curve (AUC) for the receiver operating characteris-
tic (ROC) curve was 0.87 for the FRFCM algorithm, 0.85 for 
the SLIC superpixel algorithm, and 0.82 without segmenta-
tion. As shown by the ROC curves, the FRFCM algorithm 
performed the best. The results show that the models trained 
using segmentation based on the internist’s ground truth per-
formed better than the model trained without segmentation. 
We note that the FRFCM algorithm, which carried out seg-
mentation after clustering without any restrictions on area, 
performed better than the SLIC superpixel algorithm, which 
segmented the clusters after limiting the area.

(6)
Number of abnormal segmented images

Total number of segmented images
≥

1

3
.

Thus, we can see that abnormal images with lesions of 
various sizes are better categorized in models using segmen-
tation algorithms than in the model without it. However, 
the two segmentation algorithms take slightly different fea-
tures and proceed with the segmentation. As mentioned in 
Sect. 2.3, the SLIC superpixel is segmented into uniform 
sizes as clustering is conducted in a limited area (2S × 2S). 
In addition to the color space, when clustering segmentation 
is in progress, the values of the position coordinates affect 
the clustering. Thus, the partition is more likely to contain 
areas other than the lesions. By contrast, the FRFCM algo-
rithm is not clustered in a limited area, and hence, clustering 
times are longer than those in the SLIC superpixel algorithm 
but are more likely to be classified as abnormal for lesions 
of varying sizes. Because gastric lesions of the same type 
have similar characteristics, lesions such as gastric cancer or 
gastritis spreading in a wide area, and early lesions spread-
ing in a narrow area, are most likely to be included in the 
segmented region. For this reason, in order to classify abnor-
mal images for various types of lesions, if one-third of the 
segmented regions in the Abnormal Score step are abnormal, 
then the images are classified as abnormal images.

4 � Conclusion

We designed a deep learning model CADx system for gastric 
lesions using gastric endoscopy images. In order to provide 
better training for gastric lesions than previous studies, we 
applied a segmentation algorithm before the training data 
were input. The segmentation algorithms used were the sim-
ple linear iterative clustering (SLIC) superpixel algorithm 
and the fast and robust fuzzy C-means (FRFCM) algorithm. 
Comparisons were made with the model that did not use 

Fig. 11   Flowchart for the test process

Fig. 12   Performance of each algorithm
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segmentation. The SLIC superpixel and FRFCM algorithms 
produced better results than previous models.

The SLIC superpixel is clustered in a limited area under 
the influence of the position coordinate value and is divided 
into a grid of a similar size. Therefore, there is a high prob-
ability of including areas other than lesions. On the other 
hand, the FRFCM algorithm does not conduct clustering in 
restricted areas and does not split them into similar shapes. 
In addition, because of morphological reconstruction, noise 
is suppressed, and clustering is performed so that the divided 
areas have similar color characteristics. The AUC values of 
the ROC curves for the model without segmentation, the 
SLIC superpixel algorithm, and the FRFCM algorithm were 
0.82, 0.85, and 0.87, respectively. This value was 2% higher 
for the FRFCM algorithm than the SLIC superpixel algo-
rithm. When we analyzed the classification results, we found 
that they were better classified by the segmentation models 
than by that without segmentation. This shows that models 
allow segmentation of gastric endoscopy images are superior 
to those that do not. Segmented images that are confirmed 
as either normal or abnormal by an internist facilitate focus-
ing on the characteristics of the lesions to a greater extent 
in the training process. In addition, the FRFCM algorithm 
suppresses noise and unrestricted area clustering in a man-
ner different from that of the SLIC superpixel algorithm, 
which results in better performance. In future studies, we 
will attempt to improve the computer-aided diagnosis system 
for a more accurate diagnosis of gastric lesions by factor-
ing in different types of lesions. In order to increase the 
amount of data, we plan to collect additional data, apply 
simple image augmentation techniques (i.e., rotation), and 
use the Generative Adversarial Network (GAN) algorithm 
to augment the data in future studies.
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