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Abstract
Recommender systems have been successfully applied in many domains, including in e-commerce and entertainment to 
boost sales. However, most existing recommender systems employ the collaborative or community-based approach which 
relies on the preferences or behaviour of other users, in conjunction with that of the target user. This approach may not be 
applicable to domains such as banking. The two major challenges to using the collaborative approach in the banking domain 
are: (1) absence of explicit ratings of products by customers for recommendation purpose, (2) cold-start problem which 
makes it difficult to recommend products to a prospective or new customer who has no preference at all. To tackle the first 
issue, we develop an algorithm that implicitly infers customer preferences from transaction data. To address the second issue, 
we propose a hybrid recommender system that combines the item-based collaborative filtering technique (which uses the 
customer preference data from the algorithm) and the demographic-based approach (which uses customers’ demographics). 
We contribute to knowledge by developing a practical and feasible approach for implementing recommender systems that 
drive product marketing in the banking sector. We also discuss the performance of this approach based on 393,816 customers 
dataset. The hybrid approach is applicable to other domains with similar challenges.

Keywords Recommender system · Hybrid approach · Item-based collaborative filtering · Demographic-based technique · 
Product · Banking · Unsupervised machine learning

1 Introduction

The wide adoption of recommender systems in e-commerce 
and entertainment domains is aimed at boosting product 
sales. Amazon and Netflix, for instance, have successfully 
increased their sales volume and revenues simply by show-
ing users those items that may be of interest to them on 
their respective sites [2]. This success story indirectly chal-
lenges other product-oriented domains, such as banking, 
to offer personalized recommendations to their custom-
ers. Banks offer variety of products to customers, such as 
savings accounts, checking accounts, investment products 
(e.g., fixed deposits, call deposits, treasury bills), loans (e.g., 
mortgage loan, student loan, lease financing, overdrafts, and 

others), digital products and services (such as debit cards, 
credit cards, international fund transfer services, mobile and 
online banking services, and others), wealth management 
solutions, currency exchange, private banking products for 
high net-worth individuals, corporate banking solutions, 
and so on. Therefore, it is imperative for Banks to sell the 
right products to customers, and adopting recommender sys-
tems to offer personalized recommendations to existing and 
prospective customers could have a tremendous impact on 
product sales, which directly influence turnover and income.

Despite the extensive research in the design and evalu-
ation of recommender systems and associated algorithms 
across various domains [8, 16], there is little knowledge on 
how to tailor recommender systems to drive product sales in 
the banking industry. Most recommender systems, including 
commercial ones and research prototypes, adopt a couple 
of approaches in providing personalized recommendations. 
One of the prominent approaches is the collaborative filter-
ing or community-based approach which relies on the prefer-
ences or behaviour of other users, in conjunction with that 
of the target user [8]. Other approaches are content-based, 
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demographic-based, and knowledge-based approaches [2, 
8, 16]. These user preferences are usually explicitly inferred 
through ratings given to items or by simply liking/disliking 
the items. In other words, explicit ratings are given by users 
to express their opinion about an item (such as rating the 
item on a scale of 1–5). Conversely, implicit ratings are not 
specified by users but can be determined from user interac-
tion or behavioural data (such as purchases, clicks, prod-
uct views, etc.). While collaborative filtering approach has 
proven to be very effective in other domains (such as e-com-
merce and entertainment) due to the availability of explicit 
ratings, it is difficult to tailor it to the banking domain since 
banks generally do not ask customers to rate their products. 
Another major issue is knowing what to recommend to a 
prospective or new customer who has not subscribed for or 
used any banking product. The latter issue is known as the 
cold-start problem [2, 8, 16]. We addressed these gaps using 
a hybrid approach that leverages the strengths of collabora-
tive filtering and demographic-based approaches to inform 
recommender systems that are usable in banking.

Our approach involves five main stages. First, we devel-
oped a product rating (PR) algorithm that implicitly infers 
customer preferences from real-world transaction data. 
Transaction data has been used by companies and research-
ers to analyze customer behaviour since it reveals custom-
ers’ spending patterns [4]. The algorithm generates rating 
for each product a customer has on the scale of 1–5 based 
on how often customers use their banking products to carry 
out personal or business-related transactions. Second, we 
utilized the ratings dataset (generated by the PR algorithm) 
to predict ratings for unrated products using the item-based 
collaborative filtering method [8, 16]. Third, we make use 
of customer demographics (such as age, gender, marital sta-
tus, and profession) to group users into clusters using the 
K-Means unsupervised machine learning algorithm and then 
generated the cluster-product rating data containing the aver-
age of the ratings given to a product by all the customers 
in that cluster. Fourth, we combine both the predicted and 
average ratings using a dynamic weighting technique that 
produces better prediction accuracy. Finally, we recommend 
top-N unseen products to any given customer (whether new 
or existing) based on the final ratings.

Our contributions to knowledge are in two folds. First, 
we developed a practical and feasible approach for imple-
menting recommender systems that drive product sales in 
the banking sector. We demonstrate the applicability of 
this approach on real-world datasets and successfully rec-
ommended most appropriate and unseen products to target 
customers. Second, the hybrid approach outperforms other 
approaches (i.e., item-based collaborative filtering and 
demographic-based approaches) based on the results of the 
offline experiments conducted using 415,803 product ratings 
and demographic data of 393,816 customers.

2  Background

In this section, we described relevant concepts from existing 
research. We tailored the concepts, including the formulas, 
to reflect banking terminologies. For instance, most existing 
research adopt the terms “user” and “item” when discussing 
recommender systems. Since our target domain is banking, 
we adopt the terms “customer” and “product” in this paper 
for clarity.

2.1  Customer‑Product rating matrix

Given a set of customers C =
{
c1, c2,… , cn

}
 and a set of prod-

ucts P =
{
p1, p2,… , pm

}
 , where n and m represent number of 

customers and number of products respectively. The customer-
product rating matrix is a m × n matrix such that rij is the rating 
assigned to product pi by customer cj , where 1 ≤ i ≤ m and 
1 ≤ j ≤ n . The rating is within a numerical scale of 1 to 5. 
Since customers do not explicitly rate products in banking, we 
infer the ratings from customer’s transaction data.

2.2  Item‑based collaborative filtering

The collaborative filtering approach can either be neighbour-
hood-based (also called memory-based) or model-based [16, 
18]. The neighbourhood-based method makes use of the 
customer-product rating matrix to predict ratings for unrated 
products. Item-based collaborative filtering is one of the neigh-
bourhood-based methods. For a customer ci , the item-based 
collaborative filtering algorithm predicts the rating for a prod-
uct pi based on ci ’s ratings for similar products. Two products 
pi and pj are said to be similar if they are rated in a similar way 
by several customers [16]. In this paper, we applied the Cosine 
Similarity measure for computing the similarity between two 
products [8].

2.2.1  Cosine similarity measure

The cosine similarity measure is a standard metric, and has 
been shown to produce the most accurate results when used 
with the item-based collaborative filtering approach [8]. This 
metric measures the similarity between two n-dimensional 
vectors based on the angle between them [8]. Given that n rep-
resents the number of customers, the similarity between two 
products p and q (where p and q correspond to n-dimensional 
rating vectors �⃗p and �⃗q ) can be formally defined as follows:

 where C is a set of n customers, and rcp and rcq denotes each 
customer c ’s rating for product p and q respectively. The 

(1)

sim(p, q) = cos
�
�⃗p, �⃗q

�
=

�⃗p ⋅ �⃗q

�
� �⃗p
�
� ×

�
� �⃗q
�
�
=

∑
c∈Crcprcq

�∑
c∈Cr

2
cp
×
�∑

c∈Cr
2
cq
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output of the cosine similarity is a value between 0 and 1. 
A value of 0 means there is no similarity between the two 
products. Thus, two products are similar if the similarity 
value between them is greater than 0. A value close to 1 
indicates strong similarity.

2.2.2  Predicting ratings

To predict customer c’s rating for product p, we compute 
the weighted average of c’s ratings for products in Ŝ , where 
Ŝ denotes a set of products similar to p and rated by c [16]. 
Formally,

where rcm represents c ’s rating for each product m in Ŝ , and 
sim(m, p) is the similarity value between m and p.

Research has shown that most of the commercial rec-
ommender systems implement the item-based collaborative 
filtering approach because it supports offline preprocessing 
of data (such as precomputing the similarity between every 
pair of products to form product similarity matrix) without 
losing accuracy [8]. As a result, real-time prediction is pos-
sible even for very large rating matrix [8]. The downside of 
using only the item-based collaborative filtering approach 
for recommendations is that of the cold-start problem where 
no product is recommended to any customer without ratings 
or preferences.

2.3  Demographic‑based approach

In this approach, the demographic profile of customers is 
considered in computing product ratings. This considera-
tion is based on the fact that demographics contribute to 
differences in people’s tastes or preferences [16]. The demo-
graphic-based approach, as proposed by Gupta et al. [6], 
involves three steps:

1. Transform textual demographic features into numeric 
form.

2. Partition customers into k clusters or groups using an 
unsupervised machine learning algorithm such as the 
K-Means clustering algorithm. K in “K-Means” refers 
to the number of centroids which, in turn, depends on 
the value of k . The optimal value of k can be determined 
through the popular Elbow method [10].

3. Given a set of k clusters G =
{
g1, g2,… , gk

}
 and a set of 

n products P =
{
p1, p2,… , pn

}
 . Create a cluster-product 

rating matrix such that rij is the average rating of custom-
ers in cluster gi for product pj.

(2)pred(c, p) =

∑
m∈Ŝ

sim(m, p) × rcm
∑

m∈Ŝ
sim(m, p)

A prospective customer, whose demographics is known, 
is assigned to a cluster with minimum Euclidean distance to 
the centroid. The benefit of the demographic-based approach 
is that a prospective customer without preferences or rat-
ings is able to receive product recommendations using his 
demographic profile, thereby solving the cold-start problem. 
The demographic-based approach also supports real-time 
prediction since both steps 2 and 3 are possible offline while 
new customers are simply added to existing clusters online.

However, demographic data alone is not enough to 
achieve the level of personalization required in banking. 
Information about customer behaviour or preferences must 
also be considered in order to provide more personalized 
product recommendations. Since the item-based collabo-
rative filtering approach already considers customer pref-
erences, combining the two approaches to form a hybrid 
approach is the best option.

2.4  Root mean square error (RMSE)

The root mean square error (RMSE) is one of the widely 
used metrics for measuring the performance or accuracy of 
recommender systems [8, 16]. The RMSE compares the pre-
dicted ratings with the actual and penalizes for larger errors. 
The popular Netflix recommender system challenge meas-
ured performance based on the RMSE [8, 16]. The RMSE 
formula is given below.

where Dtest is the test set used for evaluation, rcp is the actual 
rating given by customer c to product p in the test set, and 
predictedRating(c, p) is a function that accepts c and p as 
parameters and then returns predicted rating for p . N is the 
number of entries in the test set.

3  Related work

Majority of existing research in recommender systems 
are targeted at domains, such as e-commerce, entertain-
ment, news media, and others, but less research efforts 
are seen in banking. For example, Gallego et al. [5] is 
one of such efforts that partnered with a bank in develop-
ing a context-aware recommender system. In their work, 
they developed a mobile recommender system to recom-
mend places of interest using customer’s context infor-
mation, such as location, current activity and time, credit 
card purchases, and demographic segmentation. However, 
their focus is on recommending places of interest (such 
as restaurants), which differs from banking products, and 

(3)
RMSE =

���
�

∑
rcp∈Dtest

�
predictedRating(c, p) − rcp

�2

N
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the approach they used in implementing the system is not 
easily adaptable to other tasks, such as recommending 
banking products.

Another work applied collaborative filtering technique 
on stock data and user transactions to recommend which 
company’s stock is worth buying for investment purpose 
[19]. The challenge of this approach is the cold-start prob-
lem because users who are new to stock trading (i.e., with-
out past transactions) will not be able to receive recom-
mendations from such system.

Mitra et al. [12] proposed a hybrid recommender sys-
tem for the insurance domain. Their approach adopts 
both the preference-based model (which is synonymous 
to collaborative filtering technique) and the attribute-
based model (which is the content-based approach) to 
recommend insurance policies and riders. Depending on 
the type of insurance products, their system chooses the 
appropriate technique to make recommendations. Their 
proposed approach may not be fit for recommending bank-
ing products since it relies on explicit user ratings which 
is not available in banking. Also, demographic profiles of 
customers, which would have made the recommendations 
more personalized, are not considered in their approach.

Zhao et al. [24] developed a demographic-based recom-
mender system that infers users’ purchase intents and the 
product of interest from tweets, extracts the demograph-
ics of the various users from their public profiles, detects 
the demographics of the target consumer from online 
reviews, and then use the data collected to measure simi-
larity between users and products in order to recommend 
relevant products to the target user. While this approach 
demonstrates the significance of demographics to achiev-
ing personalized recommendations, it is more suitable to 
e-commerce than banking.

Vozalis et al. [21], Pazzani [14], and Gupta et al. [6] 
presented their hybrid frameworks which make use of 
demographics to enhance recommendations. Gupta et al. 
applies the clustering technique in finding similarity 
among users by placing them into clusters or groups based 
on demographics [6]. We adopt Gupta et al.’s approach to 
handling demographics since clustering has been proven to 
be effective in detecting similarity contained in data. How-
ever, their approach to combining the multiple approaches 
in generating recommendations is more tailored to their 
domain of application, and not directly applicable to a 
domain such as banking.

Other hybrid techniques combined collaborative filter-
ing and knowledge-based approaches [15], collaborative 
and content-based approaches [1, 20, 23], as well as col-
laborative and association rule mining approaches [13].

4  The hybrid approach

Figure 1 shows the architecture of our hybrid recommender 
system. There are two main datasets used in building and eval-
uating our system: transaction data and demographic data. We 
describe both datasets, including datasets derived from them, 
in Sect. 5. 

The main stage of the architecture is the hybridization stage 
where we combined predicted ratings from item-based col-
laborative filtering approach and average ratings from the 
demographic-based approach. For a target customer, each 
product’s predicted rating and the corresponding average rat-
ing are combined in a weighted fashion such that the sum of 
the weights is 1. We discuss our dynamic weighting method 
in Sect. 4.1.

4.1  The dynamic weighting method

Since our goal is to recommend products to both existing 
and prospective/new customers, we adopt a hybrid approach 
that combines the predicted ratings and average ratings in a 
weighted fashion for a target customer c (on a per-product 
basis), as shown in the formula below.

where � and � are weights, � = 1 − � , pred(c, p) is the pre-
dicted rating for product p , and avgR

(
gc, p

)
 is the average 

rating of customers in cluster g (where c belongs) for product 
p.

Existing research adopted different methods for determin-
ing � and � [3, 11, 22]. The idea is to come up with optimal 
values of � and � that improves prediction accuracy signifi-
cantly. We leverage their works to come up with a suitable 
weighting method.

In our product ratings dataset (discussed in Sect. 5.1), 
majority of the customers have 1–3 products (which seems to 
reflect common practice in the banking domain). This creates 
sparsity in our customer-product rating matrix and causes the 
similarity value or score between each pair of products to be 
low. As customers subscribe to more products, the count of 
ratings increases and the similarity scores receive a gradual 
boost as well. We, therefore, propose a per-product (hence 
dynamic) weighting method that gradually increases the value 
of � as products similar to the target product receive more rat-
ings. We set the initial or base value of � to 0.3, based on the 
results of the experiment conducted while varying the value of 
� (as described in Sect. 6.3.1). Formally, we define the value 
of � as follows:

(4)finalRating(c, p) = � × pred(c, p) + � × avgR
(
gc, p

)

(5)� = 0.3 +

� ∑
m∈Sp

count(rm)

count(C) × count
�
Sp
�

�

− b
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Sp is the set of products similar to the target product 
p , count(rm) is the number of ratings for each m in Sp , 
count(C) is the number of customers in the customer-
product rating matrix, count

(
Sp
)
 is number of products 

in Sp , and b is a constant used for adjusting � such that 
� does not exceed 1. Thus, if � is less than or equal to 1, 
the value of b is 0. Moreover, b may be deemed negligible 
as � ’s increase is gradual and unlikely to exceed 1 since 
sparsity will always exist. The default value of b is 0. The 

dynamic weighting method’s efficiency is tested in the sec-
ond experiment (see Sect. 6.3.2).

For a prospective or new customer without preferences or 
ratings, � is set to 0, so � becomes 1.

Fig. 1  System architecture
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5  Dataset

We used transaction data and demographic data of 393,816 
customers (of a Bank) for our experiment. The transaction 
data contains the following attributes: account number, cus-
tomer number, product number, transaction type, transac-
tion amount, transaction date, transaction status, transac-
tion currency, and so on. We anonymized both customer 
number and product number for privacy reasons. To deter-
mine how often each customer uses a product, we extracted 
(from the transaction data) the last transaction date per prod-
uct for each customer. The extracted data (called product 
usage data) contains the following attributes: customer num-
ber, product number, and last transaction date. This product 
usage data is used in determining the product ratings, as 
described in Sect. 5.1. Furthermore, the demographic data 
contains the following attributes: customer number, age, 
gender, marital status, and profession. The customer number 
was anonymized to protect customers’ identity.

5.1  The product ratings dataset

To generate implicit ratings for the products, we applied 
the product rating (PR) algorithm on the product usage 
data. The algorithm, a version of which is shown in 
Table 1 and applied in this work, is based on the relation-
ship between product usage and customer preferences. In 
other words, if a customer uses a specific product more 
often, it means he/she is satisfied with that product which, 
in turn, will be assigned a higher rating implicitly. Thus, 
the PR algorithm rates a product on a numeric scale of 
1–5 per customer based on the number of days the product 
is not used (i.e., inactive days). A rating of 1 represents 
low product usage, while five represents high product 
usage. Table 2 shows an example of the product ratings 
dataset generated by the algorithm. The PR algorithm 
can be modified to suit the need of any Bank that will 
use our system. For instance, a Bank can decide the cri-
teria that determine which rating should be assigned to 
a product based on the number of inactive days, and can 

Table 1  Product Rating (PR) Algorithm: Generate ratings based on Product Usage

PR(transaction_data)
begin

initialize rating_data to empty

for each customer_number in transaction_data do

set product_usage_data to rows in transaction_data for 

for each product in product_usage_data do

set last_usage_date to ’s last_transaction_date
set current_date to today’s date
inactive_days = current_date - last_usage_date
if inactive_days between 0 and 60 

rating = 5
else if inactive_days between 61 and 150

rating = 4
else if inactive_days between 151 and 240

rating = 3
else if inactive_days between 241 and 360

rating = 2
else

rating = 1
append <c, p, rating> to rating_data

end for

end for
end;
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also consider other parameters such as average balance 
and transaction volume.

5.2  Demographic data

The demographic data contains the customer number, age, 
gender, marital status, and profession. We converted the 
gender, marital status, and profession values to numeric 
form. For instance, we assigned 1 to male and 2 to female. 
Tables 3 and Table 4 shows a sample demographic data 
before and after transformation respectively.

5.3  Derived datasets

Prior to predicting ratings for products per customer 
using our hybrid approach, we created additional datasets 
required for prediction to take place.

5.3.1  Customer‑Product rating matrix

From our product ratings dataset, we generate the cus-
tomer-product rating matrix (described in Sect. 2.1). The 
row labels represent unique products and the column 
labels are unique customers.

5.3.2  Product similarity matrix

Based on the item-based collaborative filtering approach 
described in Sect. 2.2, we compute the similarity between 
every pair of products in our product ratings dataset using 
the cosine similarity measure. Prior to the computation, 
we set all unrated products to 0 to prevent null values. The 
result is an n × n product similarity matrix, where n is the 
number of products.

5.3.3  Cluster‑Product rating matrix

Prior to generating the cluster-product similarity matrix, 
we partition customers into clusters based on the similar-
ity in their demographic data. To create the clusters, we 
used the K-Means clustering algorithm which is an unsu-
pervised machine learning algorithm. In determining the 
appropriate number of clusters k , we applied the Elbow 

Table 2  Product ratings dataset 
(sample)

Customer no. Product Rating

3882991 1002 5
3882991 1001 4
3882991 1400 3
6637742 1002 4
6637742 1900 4
6637742 1001 5
5424423 1003 3
5424423 1400 2
8846657 1002 5
8846657 1803 4
8846657 1003 4
3524435 1002 1
3524435 1400 4

Table 3  Demographic data (before transformation)

Customer no. Age Gender Marital status Profession

3882991 25 Male Single Student
6637742 40 Male Married Farming
5424423 52 Female Married Banking
8846657 32 Male Single Clergy
3524435 30 Female Married Student

Table 4  Demographic data (after transformation)

Customer no. Age Gender Marital status Profession

3882991 25 1 1 1
6637742 40 1 2 2
5424423 52 2 2 3
8846657 32 1 1 4
3524435 30 2 2 1

Fig. 2  Detecting the appropriate number of clusters k using Elbow 
method
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method [10]. As shown in Fig. 2, the appropriate value for 
k is 4, which is the elbow point.

Afterwards, we ran the K-Means clustering algorithm 
on the demographic dataset having specified the number 
of clusters as 4. To visualize the clusters on a two-dimen-
sional space, we reduced the dimensionality of the data 
using the Principal Component Analysis (PCA) technique 
[9]. Figure 3 is the visual representation of the 4 clus-
ters. The clusters were differentiated using distinct colour 
schemes.

We generate the cluster-product rating matrix by com-
puting the average rating of customers in a cluster for each 
product.

6  Implementation and evaluation

We implement the hybrid recommender system, based 
on the system architecture described in Sect. 4, using the 
Python programming language and execute it on a Win-
dows PC with an installed RAM of 16 GB and 2.60 GHz 
dual core processor. We generate the product ratings 
dataset (using the PR algorithm), which contains 415,803 
entries.

Afterwards, we run few experiments to verify the per-
formance of the system in terms of prediction accuracy. 
We discuss the experimental design, evaluation metrics, 
the experimental results, and the top-N recommendations 
in subsequent sections.

6.1  Experimental design

To evaluate the performance of our hybrid recommender sys-
tem, we conduct experiments during which we compare the 
prediction accuracy of our hybrid approach with the predic-
tion accuracy of item-based approach and demographic-based 
approach respectively. Prior to the experiments, we partitioned 
our product ratings dataset into training set and test set, and 
then generated the derived datasets (i.e., customer-product rat-
ing matrix, product similarity matrix, and the cluster-product 
rating matrix) based on the training set. To form the test set, we 
identified customers with at least three products in the prod-
uct ratings dataset and randomly picked one of their products 
and the corresponding rating. In total, we have 413,449 and 
2,354 entries in the training set and test set respectively. We 
divided the test set into 6 unique test sets such that each test 
set has different entries compared to the other. In other words, 
the (customer, product, rating) tuple in each test set is differ-
ent. Table 5 shows the number of entries in each test set. We 
discussed our experiments, the test set(s) they used, and the 
results in Sect. 6.3.

6.2  Evaluation metrics

We measured prediction accuracy using the Root Mean Square 
Error (RMSE), described in Sect. 2.4. The RMSE is one of 
the most popular and standard metrics for evaluating recom-
mender systems. The lower the RMSE, the better the predic-
tion accuracy.

6.3  Experimental results

In this section, we discuss our experiments and the corre-
sponding results. The experiments involve generating predic-
tion accuracy using RMSE for the three approaches and com-
paring them. Two experiments were conducted:

1. Using static or fixed weighting technique for the hybrid 
approach, and comparing the result with the item-based 
and demographic-based approaches.

2. Using the dynamic weighting method (discussed in 
Sect. 4.1) for the hybrid approach, and comparing the 
result with other approaches.

6.3.1  Experiment using static or fixed weighting technique

In this section, we demonstrate the impact or significance of 
the two weights ( � and � ) on the hybrid approach’s prediction Fig. 3  K-means clustering: visualizing the 4 Clusters

Table 5  Number of entries 
in each test set used for the 
experiments

Test set 1 Test set 2 Test set 3 Test set 4 Test set 5 Test set 6 Total

393 393 392 392 392 392 2354
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accuracy. This experiment also helps us to determine the opti-
mal value of � which is then used as the initial or base value 
of � in our dynamic weighting method (discussed in Sect.  4.1).

We set the weights to fixed values and observe the pre-
diction accuracy of the hybrid approach in comparison with 
the other two approaches. We perform 9 iterations in this 
experiment, and we set each value of � to 0.1, 0.2. 0.3,…,0.9 
respectively to match the number of iterations. In other 
words, the value of � is 0.1 for the first iteration, 0.2 for 
the second iteration, 0.3 for the third iteration, 0.4 for the 
fourth iteration, and so on. The last value of � will be 0.9 
after which the iteration stops. Note that the value of � also 
changes for each value of � since � = 1 − �.

We observe the prediction accuracy of the hybrid 
approach for each iteration. We used test set 1 for this 
experiment. While the RMSE of both item-based and demo-
graphic-based approaches remain at 1.988 and 1.748 respec-
tively, the RMSE of the hybrid approach varies in response 
to changes in the values of � and � , as shown in Table 6 
and Fig. 4. From this experiment, the hybrid approach per-
forms better than the demographic-based approach when � 
is between 0.1 and 0.6. Also, the hybrid approach performs 
better than the item-based approach for all values of �.

We also observe that the hybrid approach has its lowest 
RMSE of 1.673 and the best prediction accuracy when � is 
0.3. This result informed our decision to set the initial or 
base value of � in our dynamic weighting method to 0.3.

In the next experiment, we evaluate the hybrid approach 
using our dynamic weighting method and observe its 
performance.

6.3.2  Experiment using the dynamic weighting method

The aim of this experiment is to confirm if our hybrid 
approach will consistently outperform the other two 
approaches in terms of prediction accuracy. To achieve this, 
we perform 5 iterations using the remaining five test sets 

(i.e., test set 2 to test set 6), one for each iteration. Hence, we 
use different test set for every iteration. We also observe and 
compare the RMSE and the Mean Absolute Error (MAE) of 
the three approaches in this experiment.

As shown in Table 7 and Fig. 5, the hybrid approach 
using dynamic weighting method consistently achieves a 
higher prediction accuracy across the five test sets as shown 
by the lowest RMSE values when compared to item-based 
and demographic-based approaches. Also, the MAE of the 
hybrid approach is lower than the corresponding RMSE val-
ues. However, the item-based approach achieved the lowest 
MAE values compared to the other two approaches. This 
variation between RMSE and MAE suggests why RMSE is 
more appropriate for measuring prediction accuracy since it 
penalizes for large errors (such as predicting 1 when actual 
rating is 5) and does not use absolute values [7, 17]. On the 
other hand, MAE uses absolute values and assigns equal 
weights to large and small errors, hence may be inappropri-
ate for evaluating our hybrid system.

Fig. 4  RMSE of the three approaches as � changes

Table 6  RMSE of the three approaches for each value of �

� RMSE

Hybrid Item-based Demo-
graphic-
based

0.1 1.709 1.988 1.748
0.2 1.684 1.988 1.748
0.3 1.673 1.988 1.748
0.4 1.678 1.988 1.748
0.5 1.697 1.988 1.748
0.6 1.730 1.988 1.748
0.7 1.777 1.988 1.748
0.8 1.836 1.988 1.748
0.9 1.907 1.988 1.748

Fig. 5  RMSE of the three approaches for each iteration
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6.4  Top‑N recommendations

To recommend products for a target customer, the hybrid 
recommender system checks if the customer has preferences 
using the customer-product rating matrix. If the customer 
does, then the system applies the dynamic weighting method 
to combine the predicted rating and average rating using the 
item-based and demographic-based approaches respectively, 
as discussed in Sect. 4.1, for each unseen product. The sys-
tem then sorts the combined ratings in descending order and 
recommends the top-N unseen products to the customer. If 
N is 5, for instance, the system recommends top-5 unseen 
products to the customer.

On the other hand, if the target customer is a prospec-
tive customer, the system generates a unique identifier for 
that customer and then assigns him to cluster with the least 
Euclidean distance to the centroid based on his demographic 
information. Since the customer has no preferences or rat-
ings, the value of � is set to 0 and the value of � becomes 
1 (as stated also in Sect. 4.1). Hence, the system applies 
only the demographic-based approach and retrieves the aver-
age rating for each unseen product from the cluster-product 
rating matrix. The system then sorts the average ratings in 
descending order and recommends the top-N unseen prod-
ucts to the customer.

Furthermore, the optimal value of N depends on the num-
ber of available products in the dataset. While the default 
value of N can be set to 2 since every bank offers up to five 
or more products, we allow the value N to be controlled by 
the user of the proposed system. For instance, if a system 
user (e.g., product marketer) wants to see the top 4 products 
to offer his/her customers, he/she will simply set the value 
of N to 4.

7  Discussion

From our results, it is evident that our hybrid recommender 
system can provide personalized product recommendations 
for both prospective and existing customers with better 

prediction accuracy than item-based and demographic-based 
approaches.

The significance of these results is that our hybrid 
approach has successfully harnessed the strengths of both 
approaches to provide a better and scalable approach that 
can be applied even in banks with millions of customers. 
For instance, the item-based collaborative approach, which 
is now part of our hybrid system, is mostly used in building 
commercial recommender systems because of its scalability 
and the ability to provide real-time recommendations. Fur-
thermore, the item-based approach is built upon customer 
behaviour which makes it suitable for the banking domain 
since transaction data is the richest source of customer 
behaviour in the banking sector and various patterns can be 
extracted from it. One of the patterns is the product activity 
we leveraged in defining our product ratings dataset. We 
can combine multiple patterns to define ratings that strongly 
reflects customer behaviour by simply modifying the PR 
algorithm. The other component of our hybrid approach, 
the demographic-based approach, is also suitable to banking 
since customers’ age, interest, financial status, geographic 
location, lifestyle, social status can largely influence the 
products they buy. The demographic-based approach is 
also scalable and supports real-time computations as well. 
Hence, we have built a recommender system that is scalable, 
practical, feasible, and capable of revolutionizing product 
sales in the banking sector. Future work will perform online 
experiments in a banking environment. Feedbacks received 
from selected customers regarding the products the system 
recommends for them will be used to further enhance the 
quality of the system.

Our system can also be applied to other domains outside 
banking with similar problem of lack of explicit customer 
ratings and cold-start issue. For instance, in the insurance 
domain, implicit ratings can be defined based on the buying 
pattern of insurance products by customers, and the PR algo-
rithm can be modified to generate those ratings. Once our 
system has access to both the ratings data and the customers’ 
demographic data, it can generate personalized product rec-
ommendations for both prospective and existing customers 
of insurance companies.

Table 7  RMSE and MAE of 
the three approaches for each 
iteration

Iteration RMSE MAE

Hybrid Item-based Demographic-
based

Hybrid Item-based Demo-
graphic-
based

1 1.626 1.979 1.698 1.576 1.459 1.716
2 1.640 1.933 1.781 1.529 1.350 1.731
3 1.625 1.975 1.681 1.564 1.410 1.754
4 1.592 1.924 1.679 1.532 1.332 1.724
5 1.617 1.952 1.680 1.547 1.437 1.687
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8  Conclusion and future work

We presented our hybrid approach to generating personal-
ized recommendations to drive product sales in the banking 
sector. This approach proposed an algorithm for generating 
implicit ratings from transaction data, and also proposed a 
dynamic weighting method that combines predicted ratings 
from item-based collaborative filtering and demographic-
based approaches with the aim of improving prediction 
accuracy. Our results revealed that our hybrid approach con-
sistently achieves higher prediction accuracy than the other 
two approaches across various datasets, while harnessing the 
strengths of both approaches in providing personalized rec-
ommendations for both existing and prospective customers.

As part of our future work, we plan to perform online 
experiments with bank customers and record their feedbacks 
regarding the products recommended to them. Based on cus-
tomer feedback, we will evaluate the performance of the 
system in terms of the quality of recommended products 
using precision, recall and F1 metrics [7]. Furthermore, we 
intend to compare our approach with existing approaches 
such as Matrix Factorization and Deep Learning techniques. 
Also, we will include additional datasets, such as social data, 
psychographic data, and geographic data to further enhance 
the system so that product recommendations can be more 
personalized. Finally, we plan to extend and validate our 
hybrid aproach in domains other than banking.
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