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Abstract
Purpose  Emotions are pivotal in human life, and the ability to recognize and interpret emotions accurately holds significant 
value, particularly for populations such as the elderly who face challenges in expressing their emotions. Emotion recognition 
systems serve as valuable tools in various scenarios, including the customization of therapies, with the potential to enhance 
their effectiveness and precision.
Objective  To contribute in this context, we present a approach based on traditional Convolutional Neural Networks for emo-
tion recognition in facial expressions. Methods: The proposed CNN model is composed of six convolu- tional layers and 
was trained, validated and tested with a comprehensive and robust dataset, formed by combining and joining the FER-2013, 
Chicago Face, Yale Face and KDEF databases. After model training, we apply Haar Cascade to static images of elderly 
people to identify the face and our CNN model to classify emotions.
Results  The result obtained during the training/validation stage was 90.77% accuracy, demonstrating robustness with a 
diverse data set. However, accuracy dropped to 69.05% during the testing stage, aligning with the literature on generalization 
challenges. Despite this, sensitivity and specificity remained strong at 0.8882 and 0.9823 respectively, indicating reliable 
detection of true positives and negatives. When comparing this performance with studies in the lit- erature, our model stands 
out for having better results. Furthermore, the proposed model successfully classified emotions in images of elderly subjects.
Conclusion  The outcomes of our study are highly promising. The development of intel- ligent emotion recognition systems 
for the elderly represents a viable alternative for enhancing the quality of life for this population and their support networks.

Keywords  Emotion Recognition · Personalized Therapies · Elderly · CNNs · Facial Expressions

Introduction

Motivation and problem characterization

Emotions constitute a vital component in the human experi-
ence, exerting direct influ- ence on various aspects, encom-
passing communication, daily activities, and personal as well 
as social advancement (Khateeb et al. 2021). Fundamental 
emotions can be comprehended as involuntary physiologi-
cal responses that are visually discernible and evolve over 
time (Bomfim et al. 2019). It is important to acknowledge 
that emotion is not confined to a single vari- able; rather, it 
represents a multifaceted process comprising diverse inter-
connected elements (Abdullah et al. 2021). In this regard, 
individuals possess multiple avenues for expressing their 
emotions, encompassing facial expressions, voice, galvanic 
skin response, electroencephalographic signals, among oth-
ers (Abdullah et al. 2021). Among these channels, facial 
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expressions and speech prevail as the primary conduits 
through which emotional information is conveyed, account-
ing for approximately 93% of emotional content in human 
communication (Pan et al. 2023).

Alreshidi and Ullah (2020) explain that the importance 
of considering human feelings in the development of tech-
nological devices is undeniable, since emotions are present 
in everyday life and are essential for human communica-
tion. In order to improve the interaction between human and 
machine, in recent years the focus of Affective Computing 
has been to investigate efficient methods for the recognition 
of emotions, seeking to make the existing emotion in com-
munication between people, is also present in the interaction 
between humans and computers.

In addition to emotion recognition systems, medical 
devices and personalized medicine have gained prominence 
in recent years due to their ability to leverage the benefits 
of medical practice (Santana et al. 2018; de Freitas Barbosa 
et al. 2021; Espinola et al. 2021; Oliveira et al. 2020; Nunes 
et al. 2023; de Santana et al. 2022; Shirahige et al. 2022; de 
Souza et al. 2021). According to Motadi et al. (2023), per-
sonalized medicine is understood as an innovative method to 
change the diagnosis, prevention and treatment of diseases 
considering the differences and individualiza- tion of each 
individual. Through individual patient data, it is possible to 
devise strategies to individualize your own care, from diag-
nosis, selection and monitoring of treatment, to therapeutic 
practices (Ho et al. 2020).

With regard to therapeutic practices, it is worth noting 
that emotion recogni- tion systems through facial expres-
sions can significantly contribute to personalized and asser-
tive therapy sessions, especially for certain audiences who 
have difficulty expressing emotions, such as children with 
autism spectrum disorder (ASD) (Teh et al. 2018) and the 
elderly (Ferreira and Torro-Alves 2016). Making a specific 
cut for the elderly, it is important to under- stand that along 
with the natural aging process, changes in perception and 
cognition can generate damage that imply that the elderly 
have difficulties both in expressing emotions through the 
face and also in recognizing facial emotions in another 
individual (Ferreira and Torro-Alves 2016; Torcate et al. 
2023). Therefore, perceptions of emotional facial expres-
sions develop in childhood, reach an ideal state in youth, and 
begin to decline in old age.

Ferreira et  al. (2021) explain that the elderly have 
impairments in the recog- nition of emotions, regard-
less of whether they are healthy or have some cognitive 
impairment. Considering all the limitations of this pub-
lic, in 2014, Castillo et al. 2014) already discussed the 
importance of developing personalized solutions for the 
elderly, where one of the main tools pointed out were emo-
tion recognition systems. In 2020, Boateng and Kowatsch 
(2020) already pointed to emotion recogni- tion systems as 

important to assess the emotions of the elderly, especially 
in nursing homes, in order to improve their mental health. 
Jiang et al. (2022) point out that emotional assessment/
recognition systems provide a continuous and non-invasive 
assessment of the emotional state of individuals and that, 
in the case of the elderly, it can be used to assess their 
emotions in therapies, as well as to inform activities and 
interventions to improve their mental health. Considering 
this context, according to Ferreira et al. (2021), research 
that seeks to develop interventions or contribute with new 
scientific evidence in relation to this public is totally nec-
essary and opportune.

Considering that the ability to express and recognize 
emotions through the face is a fundamental stage of basic 
communication, not being able to signal emotions such 
as anger, sadness or disgust can result in social isolation 
(Grondhuis et al. 2021) or negatively affect the verbal or 
non-verbal communication of individuals. As a result, older 
adults may have difficulties communicating important mes-
sages, such as the discomfort associated with treatments. 
In the context of therapies, identifying the emotions of this 
audience at the time of therapy helps the therapist to change/
customize his/her approach, depending on the biofeedback 
returned (Santana et al. 2021).

Despite this fact, Ma et al. (2019) reinforce that stud-
ies in the literature are entirely dedicated to the rec-
ognition of emotions in young people and adults, and 
to a lesser extent, in children and adolescents. Little 
research addresses emotion recog- nition in the elderly. 
The authors state that aging causes many changes in the 
shape and appearance of the face and can alter non-verbal 
behavior patterns, therefore, it is important that systems 
developed for the automatic recognition of emotions, 
specif- ically for this audience, consider all their respec-
tive limitations (Ma et al. 2019). However, it is worth 
mentioning that there are few databases built for emotion 
recognition in the elderly. This data gap is even greater 
in relation to emotion recognition in elderly people with 
dementia, such as Alzheimer’s disease.

Knowing this problem and with the aim of contributing 
in this context, we present a traditional CNN (Convolutional 
Neural Networks) approach to recognize emotions in facial 
expressions. It is worth mentioning that as a differential, 
our model was trained/validated and tested with a complete 
database, created from the combining and junction of four 
important databases available in the literature, which are: 
FER- 2013 (Goodfellow et al. 2013), Chicago Face Database 
(Ma et al. 2015), KDEF (Lundqvist et al. 1998) and Yale 
Face (Belhumeur et al. 1997). After training and validation 
of the model, we applied the Haar Cascade Frontal Face 
(Viola and Jones 2001) in static images of elderly people 
to detect the face and, subsequently, we used our CNN to 
perform the classification of emotions.
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It is worth mentioning that this research is fully explora-
tory, but that it aims to contribute to the development of a 
more robust system, capable of positively impact- ing real 
applications that target the elderly, and that considers the 
limitations and changes caused by aging (such as wrinkles, 
folds, wear of facial muscles, atrophy of the facial skeleton, 
loss of soft tissue, among others) (Grondhuis et al. 2021). As 
a novelty and contri- bution, the model we are proposing was 
trained/validated and tested considering the heterogeneity of 
the four databases combined, creating a more robust data set. 
Finally, we hope that our research will also provide insights 
for other researchers, helping to identify limitations, needs 
and opportunities in developing work in this field.

Related works

Several studies in the literature use CNNs to perform com-
puter vision and image processing tasks. Some of the appli-
cations of this model are to perform emotion recognition 
in static or dynamic images. Bodapati et al. (2022) devel-
oped a CNN-based model to perform emotion recognition, 
using the FER-2013 database. The model has a sequence of 
blocks, each composed of several convolutional lay- ers and 
subsampling layers. In addition, the authors made adjust-
ments to important hyperparameters, such as dropout, batch 
normalization, max pooling, among others. As a result, the 
developed model presented an accuracy of 69.57%.

Also using the FER-2013 database, Khopkar et al. (2021) 
proposes a deep CNN implemented using TensorFlow and 
Keras. The number of epochs defined for model training was 
15. The result obtained in terms of accuracy was 66.7%. In 
addition, the model performed better to classify the emotions 
of Happy, Sad and Sur- prised. Which is understandable, 
as both are the emotions that are best represented in the 
said database. Sadeghi and Raie (2022) developed a CNN 
that uses a histogram calculation layer to provide statisti-
cal description of feature maps in the output of convolu-
tional layers. In the histogram space, a graspable matrix is 
intro- duced into the chi-square distance equation. Then, the 
modified equation is used in the loss function. The accuracy 
related to the performance of the CNN proposed for recog-
nizing facial expressions of seven classes of emotions in 
the CK+, MMI, SFEW and RAF-DB databases are 98.47%, 
83.41%, 61.01% and 89.28%, respectively.

Agrawal and Mittal (2020) present two new CNN mod-
els, both trained with the FER-2013 database. The authors 
sought to investigate the effects of kernel num- ber and fil-
ters on the CNN architecture. Model 1 architecture is unique 
in that it not only uses fixed kernel size, but also fixes the 
number of filters in the network depth. In the Model 2 archi-
tecture, the number of filters decreases with the depth of the 
net- work. Both architectures use a kernel size of 8. In the 
model implementation, dropout and fully connected layers 

were not used. The results show that model 2 achieved 
65% accuracy, in addition to having a smaller number of 
parameters.

Zahara et  al. (2020) presented a CNN-based system 
design for facial emo- tion recognition implemented on the 
Raspberry Pi. The system consists of three main processes, 
which are: i) face detection, ii) feature extraction and iii) 
emotion classifi- cation. For training the CNN model, the 
FER-2013 database was used. As a result, an accuracy of 
65.97% was achieved. Another study developed by Borgalli 
and Surve (2022) presents a customized CNN to perform 
the recognition of facial emo- tions in static images. To train 
the model, a k-fold cross-validation method was used. The 
developed CNN was trained using the FER-2013, CK+ and 
JAFFE database separately, with an accuracy of 86.78%, 
92.27% and 91.58%, respectively.

In order to analyze the exact emotion of a given user’s 
facial expressions in real time, John et al. (2020) developed 
a CNN with built-in facial landmarking and HOG (pre-
processing methods). Initially, the facial images were pre-
processed after capture, from which the features and emotion 
detected by the CNN model were extracted. For training the 
proposed model, the JAFFE and FER-2013 databases were 
used. As a result, for the JAFFE base an accuracy of 91.2% 
was achieved. As for the FER-2013 database, the accuracy 
obtained was 74.4%. Another interesting study was devel-
oped by Moung et al. (2022), where a personalized CNN was 
pro- posed, composed of three classification models, namely: 
i) CNN; ii) ResNet50 and iii) InceptionV3. The model mean 
set classifier method is used to group the predic- tions of the 
three models. Subsequently, the proposed model is trained 
and tested with the FER-2013 dataset. The obtained results 
demonstrate that the personalized CNN reached 72.3% of 
accuracy in the classifications. But the proposed model per-
formed poorly in detecting negative emotions compared to 
a single classifier.

Gautam and Seeja (2023) also contribute by developing 
an effective frame- work for emotion recognition. The strat-
egy is to use HOG and SIFT to extract the explicit attributes 
of the images and use a CNN to classify the emotions. The 
exper- imental results of the proposed model show that it is 
able to recognize emotions with an accuracy of 98.48% for 
HOG-CNN and 97.96% for SIFT-CNN for the CK+ dataset. 
For the JAFFE dataset, the accuracies found were 91.43% 
for HOG-CNN while 82.85% for SIFT-CNN.

Recent research developed by Gahlan and Sethia (2024) 
presents a Deep Convolutional Recurrent Attention Network 
(DCRAN) with the potential to perform facial emotion rec-
ognition. The effectiveness of the DCRAN model proposed 
by the authors is demonstrated through validation using the 
FER-2013 database, achieving a test accuracy of 81.1%. 
Also using deep convolution neural networks, Almulla 
(2024) proposes a system to perform emotion recognition 
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based on text, audio and facial expressions. To train and 
test the model, the FER-2013, RAVDESS and ETD datasets 
were used. The results show a recognition accuracy of 100% 
for audio, 69% for faces and 64% for text. When applying 
decision-level fusion, the accuracy rate recorded is 80%.

The study developed by Maghari and Telbani (2024) used 
Vision Trans- former (ViT) to accurately recognize facial 
emotions in masked faces. The dataset used to train and test 
the model was AFFECTNET. To insert facial masks into the 
images, the authors used the "Mask the Face" script. As a 
result, the model achieved an accuracy of 81% in classifying 
facial emotions. Zakieldin et al. (2024) also contribute in 
this context by presenting the ViTCN model, composed of 
a com- bination of Vision Transformer (ViT) and Temporal 
Convolution Network (TCN).

The proposed architecture was validated on DFEW, 
AFFWild2, MMI and DAiSEE datasets. The experimental 
results demonstrated that ViTCN achieved 70.14%, 95%, 
99.2% and 83.42% accuracy, respectively.

A hybrid model can be understood as one that uses two 
different algorithms to perform different functions, but 
which together complement each other to conceive the final 
objective of a given system. Knowing this, the work devel-
oped by Hosgurmath et al. (2022) presents a hybrid model 
for the recognition of emotions using facial expressions, 
using the ORL and YALE databases. The CNN algorithm 
was applied for attribute extraction and the classification 
was performed by the lin- ear collaborative model of dis-
criminant regression (LCDRC). The results indicated that 
the proposed model (CNN-LCDRC) reached an accuracy 
of 93.10% for the ENT database and 87.60% for the YALE 
database. While only the traditional LCDRC reached 83.35% 
and 77.70% accuracy in the respective bases. Using the FER-
2013 base, Wahab et al. (2021) proposes a hybrid model 
composed of a CNN responsible for extracting attributes 
from the images and a KNN algorithm (k-nearest neighbors) 
is used to perform the classification task. As a result, the 
CNN-KNN hybrid model achieved an overall accuracy of 
75.26%.

Ruiz-Garcia et al. (2018) developed a hybrid model to be 
integrated into the humanoid robot to perform real-time emo-
tion recognition through facial expressions. The model consists 
of a CNN used for attribute extraction and an SVM (Support 
Vector Machine) responsible for classification. When applied 
to the KDEF database, the model achieved 96.26% accuracy, 
but when integrated into the robot, the CNN- SVM model 
achieved a lower accuracy rate of 68.75%. In order to con-
tribute in the context of personalized therapies, Torcate et al. 
(2023) propose a hybrid model to perform emotion recognition 
in facial expressions. The proposed model is composed of a 
LeNet network and the Random Forest algorithm. For training, 
testing and validation of the model, a complete database (con-
sisting of the FER- 2013, Chicago Face Database, KDEF and 

Yale Face databases) was used. As a result, 70.52% accuracy 
was obtained in the training/validation stage and 82.92% in 
tests, despite all the variability between images from different 
databases.

In the context of recognizing emotions in the elderly 
through facial expressions, Lopes et al. (2018) developed a 
model with the aim of classifying emotional facial expres-
sions both in the elderly and in other age groups, with the aim 
of mak- ing a comparison between both. The proposed model 
used the Lifespan database. In the face detection step, Haar 
Features and the Gabor filter were applied to extract facial 
features. These characteristics were classified by a Multiclass 
SVM. The results demonstrate an accuracy of 90.32%, 84.61% 
and 66.6%, when detecting the state of neutrality, happiness 
and sadness, respectively in the elderly. In young people and 
adults, the correct answers were 95.24%, 88.57% and 80%, 
when detecting neutral, happy and sad states.

In order to understand why it is difficult to identify an emo-
tional expression displayed by an older face than a younger 
one, Grondhuis et al. (2021) carried out experiments investi-
gating the influence of two variables that can cause this dif-
ficulty, they are: (i) wrinkles/folds or (ii) facial muscles. For 
this, a database with images of 28 individuals was used. A 
Generative Adversarial Networks (GANs) was applied to make 
the faces look older or younger artificially. The obtained results 
demonstrate that the model was able to correctly classify 80% 
of the cases. Where, younger faces when artificially wrinkled 
are 16.2% less likely to be identified. However, emotions on 
faces of naturally elderly people were 50.9% less likely to be 
correct. In con- trast to this, older, artificially rejuvenated faces 
were 74.8% less likely to be correct compared to natural youth.

For better understanding and analysis, in the Table 1 we 
present a brief summary of the works cited throughout this 
section, containing the method used, database and main 
results. The last row of the table contains the model we are 
proposing.

Material and methods

Datasets

The database of facial expressions, called "Complete", 
used to carry out the experiment (see Experimental setup 
section) reported in this research, is composed of the com-
bining and junction of four databases, which are:

1.	 Facial Expression Recognition 2013 (FER-2013): 
Database of facial expressions introduced in Challenges 
in Representation Learning (ICML 2013) (Goodfellow 
et al. 2013). All images that make up the FER-2013 base 
have gray scale and 48 × 48 pixels resizing. This data-
base is composed of 35.887 images, distributed in the 
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following seven emotion classes: Anger (4.953), Dis-
gust (547), Fear (5.121), Happiness (8.989), Sad (6.077), 
Surprised (4.002) and Neutral (6.198).

2.	 Chicago Face Database (CFD): The CFD (Ma et al. 
2015) database is a high-resolution, demographically 
diverse facial expression image dataset. The CFD has 
1,204 images and covers five classes of emotions, dis-
tributed as follows: Neutral (594), Happy with open 
mouth (161), Happy with closed mouth (146), Anger 
(154) and Surprised (149). Since publication of the CFD 
base in 2015, two exten- sions have been released. The 
first was the Multiracial Chicago Face Database (CFD-
MR) (Ma et al. 2021), consisting of 88 images, cover-
ing only the neutral emotion class. The second was the 
Chicago Face Database–India (CFD-INDIA) (Lakshmi 
et al. 2021), consist- ing of 142 images referring to the 
neutral emotion class. In order to carry out this research, 
we chose to join the CFD-MR and CFD-ÍNDIA bases 
to the main base, which is the CFD. In addition, we 
also merged the classes “Happy with mouth open” and 
“Happy with mouth closed”, thus constituting the class 
of “Happy” and forming only four classes. After the 
organization of this database, it was composed of 1.434 
images.

3.	 Karolinska Directed Emotional Faces (KDEF): The 
KDEF (Lundqvist et al. 1998) database aims to pro-
vide standardized and quality material for research that 
focuses on emotion recognition. KDEF is composed of 
4.900 images of emotional facial expressions and covers 
seven classes of emotions, which are: Neutral, Happy, 
Anger, Fear, Disgust, Sad and Surprised. In all, each 
facial expression was captured from 5 different angles 
(full left profile, half left profile, straight, half right pro-
file, full right profile). It is important to clarify that the 
KDEF base is fully balanced, having 700 images for 
each emotion class.

4.	 Yale Face Database: The Yale (Belhumeur et al. 1997) 
base is composed of 165 images in grayscale, cover-
ing four classes of emotions, which are: Neutral, Sad, 
Surprised and Happy, the rest of the categories refer 
to different configurations of accessories or gestures 
facials. The distribution of images by emotion class is 
as follows: Happy (15), Neutral (118), Surprised (15) 
and Sad (15). Two images from the neutral class were 
in GIF format, for this reason they were excluded and 
the final number of the base was 163 images.

As you can see in Fig. 1, the database we call “complete” 
is composed of the combination of the FER-2013, CFD, 
KDEF and Yale Face databases. The idea of building the 
complete base was precisely to take advantage of the advan-
tages and contributions of each base for the development 
of a more robust one. For example, the CFD database has Ta
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high resolution images and participants of different races and 
genders, on the other hand, it does not contain diversity in 
relation to positions, which is the case of the KDEF database 
that presents images of facial expressions from five different 
angles , but does not consider the diversity of participants. 
However, both did not admit participants with accessories, 
so Yale Face and FER-2013 also add images that have dif-
ferent configurations, positions and accessories.

It is important to highlight that to carry out the experi-
ment reported in this research, we chose not to use the Dis-
gust emotion class, from the FER-2013 and KDEF bases, 
because it has few images. Knowing this, overall, 41.137 
images and six classes of emotions make up the complete 
database, where the final file size of the database was equiv-
alent to 5.27GB. The distribution of images by emotion 
classes is as follows: Happy (10.011), Sad (6.792), Neutral 
(7.840), Anger (5.807), Surprised (4.866) and Fear (5.821).

Experimental setup

As shown in the Fig. 2, in the first part of the experiment, 
the complete database went through the pre-processing step, 
where all images were converted to grayscale and resized to 
48x48 pixels. This resizing was carried out because smaller 
images require less processing power and memory, which 
allows the model to be trained more quickly and with fewer 
computational resources. In this experiment, the attributes 
used are the list of pixels that build the images. Still in the 
pre-processing stage, it was necessary to transform the list 
of pixels into an array, for which we used the numpy library 
(Oliphant et al. 2006). Subsequently, the pixels were on a 
scale of 0 to 255. For bet- ter processing of our classification 
model, we normalized the pixels to a scale of 0 to 1.

For the classification stage, a Convolutional Neural Net-
work was used. We chose this type of network because it is 
the most used model in the literature to work with images 
(Albawi et al. 2017). More details about the architecture of 
said CNN can be viewed in "Structure of CNN" section.

To train the model, we split the data into 70% for train-
ing/validation and 30% for testing. At the end of each 
epoch, we validate the model in real time. We only use 
the test set after the model has been fully trained. To 
evaluate the performance of the model, we used five met-
rics (described in Metrics section), which are: Accuracy, 
Kappa Index, Sensitivity, Specificity and area under the 
ROC curve (AUC).

After the training stage, in order to explore the per-
formance of our model in the context of the elderly, we 
carried out part 2 of the experiment. In this step, we 
used static images of elderly people chosen randomly 
and without copyright on Pixabay (Pixabay 2023), Pexels 
(Pexels 2023) and Unsplash (Unsplash 2023) platforms. 
After obtaining the test images, we apply Haarcascade 
Frontal Face (Viola and Jones 2001) to detect the face in 
the images. Subsequently, we use our CNN classifier to 
predict emotions. It is noteworthy that to carry out this 
experiment we used the Python programming language 
and important libraries such as Keras and TensorFlow 
(Géron 2022).

Fig. 1   Base junction process and general quantitative

Fig. 2   In part 1 of the experiment, pre-processing was performed on 
the complete database. Subsequently, our CNN model went through 
the training/validation and testing stage. In part 2, our model together 
with frontal face haarcascade was applied to static images of elderly 
people for emotion recognition
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Structure of CNN

In deep learning, CNNs are the most common networks used 
for image classification. The CNN architecture used in this 
work can be seen in Fig. 3. In summary, in all convolutional 
layers of our model, we use the 2D convolution operation 
(Conv2D). The difference between layers was the number of 
filters we defined. For example, on layer 1 and 2, we apply 
64 filters. For layers 3 and 4, 128 filters were used. On layers 
5 and 6, we define 256 filters. The 3x3 kernel size has been 
applied to all Conv2D layers, as well as the Relu activation 
function. After two layers of 2D convolution, we apply Batch 
Normalization. The Pooling layer was applied to reduce the 
input data size (resource map) and regularize the network. 
This helps to reduce memory cost and improve processing. 
For this, we used the Max Pooling technique with a pool size 
of 2x2 and Strides of 2x2. To avoid overfitting, we apply a 
dropout of 0.25 after two layers. We also use a Flatten layer 
to transform the matrix resulting from the other convolution 
layers into a linear, one-dimensional (1D) matrix. A dense 
layer with 512 units and the last dense layer, together with 
a softmax activation function, with six 6 units (equivalent 
to the six emotion classes: Anger, Fear, Happy, Sad, Sur-
prised and Neutral.), were defined. In addition to what was 
described, the batch size number was equivalent to 16 and 
the number of epochs was 100.

Metrics

The performance of our CNN model was evaluated based on 
the metrics of accuracy, kappa index, sensitivity, specificity 
and area under the ROC curve. Accuracy indi- cates the gen-
eral average of hits that the classifier obtained in relation to 
the total number of predictions. That is, it is the probability 
equivalent to the rates of true pos- itives (True Positive - TP) 
and true negatives (True Negative - TN) among all results.

The Kappa statistic indicates how much the data agree 
with the classification per- formed through variables that 
are qualitative. Sensitivity (also known as Recall) is the rate 
of true positives (TPR) and seeks to assess the ability of the 
algorithm to suc- cessfully detect results classified as posi-
tive. Specificity (known as the True Negative Rate - TNR) 
aims to evaluate the performance in identifying true nega-
tives. The area under the ROC curve (AUC) seeks to identify 
how good the created classifier is to distinguish between 
relation to classes. The Table 2 presents the metrics used 
along with their respective mathematical expressions.

In the Table 2, ρo is the observed agreement rate, also 
called accuracy. The expected concordance rate is defined 
by ρe in Equation (1) below.

(1)�e =
(TP + FP)(TP + FN) + (FN + TN)(FP + TN)

(TP + FP + FN + TN)2

Fig. 3   Details about the CNN 
architecture used to carry out 
this experiment
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The metrics used to evaluate the proposed model were 
chosen based on its wide acceptance and use in the state 
of the art in emotion recognition and in healthcare. These 
metrics not only facilitate comparison with previous work, 
but also provide a comprehensive and accurate assessment 
of model performance.

Results

As shown earlier in the Fig. 2, in part 1 of the experiment the 
CNN model was trained/validated. The results obtained in 
this step are presented in the Table 3. It is worth noting that, 
as this is an exploratory study, this result refers to only one 
round of the experiment (which is different from the number 
of epochs). As you can see, the CNN model we propose 
obtained good results in terms of accuracy (90.77%), kappa 
index (0.8873), sensitivity (0.9872), specificity (0.9979) and 
AUC (0.9898).

The results obtained during the test step can be seen 
in the Table 4. Regarding accuracy (69.05%) and kappa 
(0.6725), the performance clearly declined. How- ever, the 
proposed model maintained good results regarding sensitiv-
ity (0.8882), specificity (0.9823) and AUC (0.8981).

For a better analysis and understanding of the result 
obtained, the Fig. 4 shows the confusion matrix, generated 
from the prediction of the test data set (correspond- ing to 
12.341 images). The X (horizontal) axis of the matrix repre-
sents predicted emotions and the Y (vertical) axis represents 
the correct classification of emotions.

Overall, of the 12.341 images that make up the test set, 
the model was able to correctly classify 8.576 images into 
their respective emotion classes, and 3.765 were classified 
incorrectly. It is noticed that the Happy, Sad and Surprised 
class were the ones that obtained the most correct classifica-
tions. It is believed that this occurs because both are majority 
classes and consequently are well represented in the data-
base in relation to the other classes. With regard to the Fear, 
Neutral and Anger classes (seen as minority classes), there is 
a significant amount of misclassifications, where the model 
is erroneously classifying the images in the sad class.

After model training/validation and testing, we per-
formed the second part of the experiment (see Fig. 2). 
We used our model trained with the complete database to 
perform the classification of emotions in static images of 
elderly people. The results obtained reinforce what was 
exposed in the confusion matrix and can be seen in the 
Fig. 5.

The model was able to classify the images well in the 
Happy classes, despite having a low probability of also clas-
sifying them in the Neutral class. This fact can be identified 
mainly in the subimages (3), (4) and (8) of the Fig. 5. In 
addition, it is clear that the model was able to better classify 
the images that belong to the neutral class (see subimages 

Table 2   Metrics used to evaluate the classifiers along with their 
respective mathematical expressions

Metric Mathematical Expression

Accuracy �o =
TP+TN

TP+TN+FP+FN

Kappa � =
(�o−�e)

(1−�e)

Sensitivity �TP = TPR =
TP

TP+FN

Specificity �TN = TNR =
TN

TN+FP

AUC​
AUC =

1

∫
0

�TPd�TN

Table 3   Result obtained by the 
model during the training and 
validation stage

Metric Result

Accuracy 90.77%
Kappa Index 0.8873
Sensitivity 0.9872
Specificity 0.9979
AUC​ 0.9898

Table 4   Result obtained by the 
model during the test stage

Metric Result

Accuracy 69.05%
Kappa Index 0.6725
Sensitivity 0.8882
Specificity 0.9823
AUC​ 0.8981

Fig. 4   Result referring to the test stage presented through the Confu-
sion Matrix
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(1), (2), (5), (6), (7) and (9)) and, despite that there is a prob-
ability of images of this class being confused with the sad 
class, is minimal. The model was able to correctly classify 
the subimage (10) in the anger class, where the probabil-
ity of this image being confused with neutral and sad also 
exists.

As can be seen in the Fig. 6, during the emotion recogni-
tion stage in the images of the elderly, there were errors in 
face detection and classification of emotions.

It is visible that face detection errors are concentrated 
in regions where there is a significant amount of wrinkles 
and folds on the face of the elderly. So, although our model 
obtained good results, errors in both face detection and 

Fig. 5   Results of emotion 
recognition in static images of 
elderly people
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emotion classification are expected, since we do not work 
with a specific database of elderly people that considers all 
the limitations of this public.

Discussion

Upon examining the cited literature within this study, par-
ticularly in the ''Related works'' section, it becomes apparent 
that contending with the FER-2013 database presents for-
midable obstacles owing to multiple factors, encompassing 
variability, noise, and image ambi- guity, along with their 
corresponding annotations. Noteworthy endeavors utilizing 
this database for model training have yielded accuracies 
below 70% (Bodapati et al. 2022; Khopkar and Adholiya 
2021; Agrawal and Mittal 2020; Zahara et  al. 2020) in 
some instances, whereas others have attained accuracies 
ranging from 72% to 75% (Zahara et al. 2020; John et al. 
2020; Moung et al. 2022; Ab Wahab et al. 2021). It is worth 
acknowledging that, despite incorporating the FER- 2013 
dataset as an integral component of our comprehensive train-
ing database, our model achieved an impressive accuracy 
of 90.77%. Nonetheless, it is crucial to recog- nize that the 
inherent challenges posed by the FER-2013 database may 
have exerted an influence on our model’s performance dur-
ing testing, culminating in an accuracy of 69.05%.

Studies employing conventional CNN approaches (Sad-
eghi and Raie 2022; Borgalli and Surve 2236; Borgalli and 
Surve 2022; John et al. 2020; Lakshmi et al. 2021) or hybrid 
models (Torcate et al. 2023; Hosgurmath et al. 2022; Ab 
Wahab et al. 2021; Ruiz-Garcia et al. 2018) for emotion 
recognition have demonstrated promising out- comes, albeit 

employing databases of limited scale. It is pertinent to high-
light that these investigations solely trained their models on 
individual databases in isola- tion. Conversely, the novel 
CNN architecture we have devised exhibits the capacity to 
effectively address the heterogeneity and peculiarity inherent 
in each utilized database, thereby facilitating the construc-
tion of a more resilient and robust dataset.

Other recent studies (Gahlan and Sethia 2024; Almulla 
2024) used deep convolution neural networks and demon- 
strated good results, between 69% and 81.1%. Potential 
approaches using innovative Vision Transformer techniques 
were also used in works (Maghari and Telbani 2024; Zakiel-
din et al. 2024) and managed to achieve significant results in 
different databases considered small, with accuracy varying 
between 70.14% and 99.2%.

The limited body of research (Grondhuis et al. 2021; 
Lopes et al. 2018) concentrating on emotion recognition in 
the elderly has revealed the impact of aging on facial expres-
sion recognition tasks. The findings indicate that the decline 
in expressive muscle capacity and age-related physical 
changes in the face collectively contribute to the challenges 
in recognizing emotional expressions from older faces.

Our approach of constructing and utilizing a compre-
hensive database for train- ing our emotion classification 
model on static images of the elderly yielded favorable out-
comes, with the model accurately classifying emotions in the 
elderly subjects’ images. However, we acknowledge that this 
approach has its limitations concerning this specific popula-
tion. While commendable results have been attained, we ant-
ici- pate that the potential errors might be magnified when 
testing this initial application in the context of real therapies 
for the elderly. This anticipation stems from consider- ing 

Fig. 6   Face detection errors and 
classification of emotions in 
images of elderly people
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the challenges posed by impairments in the brain and facial 
structures crucial for emotion processing and expression 
in this population. It is plausible that the classi- fier could 
encounter heightened difficulties in accurately recognizing 
emotions, along with the face detector’s ability to identify 
faces with precision.

Conclusion

It is undeniable the importance of developing emotion 
recognition systems for the elderly public, thinking about 
specific applications for therapies, in order to per- sonal-
ize them and make them increasingly assertive. In order to 
contribute in this context, we decided to take the first step. 
In this exploratory study, we present a potential model for 
recognizing emotions through facial expressions. Our model 
achieved an accuracy of 90.77% in the training/validation 
stage, using a database considered complete, composed of 
the merging and merging of the FER-2013 base, KDEF, Chi-
cago Face Database, Yale Face. Despite the simplicity and 
traditional nature of our approach, wherein we exclusively 
employ image pixels as attributes, we effectively harness the 
inherent variability and peculiarities within each database to 
optimize our model’s performance.

Regarding the testing stage, the result of our model in 
relation to accuracy decreased to 69.05%, in line with the 
literature on generalization challenges when using the FER-
2013 dataset, which was one of the databases used to con-
struct the complete base. Despite this, the sensitivity and 
specificity of our model remained high, with 0.8882 and 
0.9823 respectively, indicating reliable detection of true 
posi- tives and negatives. We highlight that despite the 
challenges inherent in recognizing facial emotions in the 
elderly due to factors such as wrinkles and folds, the pro-
posed model presented promising results when dealing with 
a diverse and heterogeneous database. Given this, we believe 
that the present study contributes significantly to affective 
computing and personalized therapy, providing a basis for 
future advances in automatic emotion recognition systems 
in the elderly.

Despite the success of our model in accurately classifying 
emotions in static images of the elderly, it is imperative to 
underscore that its application in the intended motivational 
context of this research may yield divergent outcomes. This 
discrepancy arises due to the model’s development with-
out accounting for the specific limitations inherent in this 
particular demographic, attributed to the unavailability of 
appropri- ate data. As we reflect on the initial motivation 
driving this work, we must also confront the encountered 
challenges and identified gaps during its execution, culmi- 
nating in the delineation of promising avenues for future 

research. These include:i) Constructing a dedicated data-
base of emotional facial expressions exclusively focusing 
on the elderly population; ii) Evaluating deep and hybrid 
architectures to enhance model performance; iii) Explor-
ing additional pre-processing techniques for data balancing 
and feature selection; and iv) Devising and implementing an 
Artificial Neural Network architecture capable of real-time 
emotion recognition in the elderly population.
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