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Abstract

Suppose that n indistinguishable balls are randomly g-distributed, one after the other,
into k + 1 distinguishable urns (cells), with limited or unlimited capacity, and let X ; be
the number of balls placed in the jth urn, for j = 1,2, ..., k. The distribution of the
random vector (X1, X2, ..., Xi) in both cases, which turned out to be g-analogues
of the classical Fermi—Dirac and Bose—Einstein stochastic distributions (statistics), is
derived. Furthermore, these multivariate discrete g-uniform distributions of the first
and second kind are thoroughly studied.

Keywords Bose-Einstein statistic - Fermi—Dirac statistic - Multivariate discrete
q-distribution - g-Bernoulli distribution - g-Geometric distribution

Mathematics Subject Classification 60C05 - 05A30

1 Introduction

A discrete g-uniform distribution first emerged as a congruence class distribution,
modulo n, of Bernoulli generated numbers, in a probabilistic number theory paper of
Rawlings [5] . Kupershmidt [4] discussed a discrete g-uniform distribution starting
with a nonnegative g-function defined on the set {0, 1, ..., n} and summing to one.
Charalambides [1] extensively presented properties and applications of discrete g-
uniform distributions.
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The most important multivariate discrete uniform distributions are defined on the
Fermi—Dirac and Bose—Einstein stochastic models, with probability (mass) functions:

k+1
PXi=x1,Xo=x2,...,. X =x) =1 ,

n

forxj =0,land j =1,2,..., k, with Zl;zlxj < n, and

k
P(X1=x1,Xz=x2,...,Xk=xk>=1/< +”>,

n

forx; =0,1,...,nand j = 1,2,...,k, with le;] xj < n, respectively. In both
models (or statistics in the physicist’s terminology), a mechanical system of n particles
is considered and X ; is the number of particles in the jthenergy level, j = 1,2, ...k,
of the system. In the Fermi—Dirac model, the particles obey the Pauli exclusion prin-
ciple. These distributions are obtained by assuming that any particle is equally likely
to move from the zeroth energy level to any of the k 4+ 1 energy levels [3, p. 40].
In the present article, allowing the probability of a particle to move from the zeroth
energy level to one of the k + 1 energy levels to vary geometrically, with rate ¢,
multivariate discrete g-uniform distributions are introduced and studied. Section 2 is
devoted to the presentation of multivariate g-hypergeometric sums, which are used
in the study of multivariate discrete g-uniform distributions of the first and second
kind. In Sect. 3, a stochastic model of a sequence of successive g-distribution of n
indistinguishable balls into distinguishable urns (cells) is presented. Then, assuming
that the urns are of limited capacity, a multivariate discrete g-uniform distribution of
the first kind (g-Fermi—Dirac statistic) is defined on this model and its properties are
thoroughly examined. In Sect. 4, supposing that the urns are of unlimited capacity
a multivariate discrete g-uniform distribution of the second kind (g-Bose—Einstein
statistic) is defined on this model and its properties are extensively studied.

2 Multivariate g-Hypergeometric Sums

Two multivariate g-hypergeometric sums over all partitions into a specific number
of unequal parts and (any) parts, respectively, none of which is greater than another
specific number, which emerge in the study of g-analogues of the Fermi—Dirac and
Bose-Einstein stochastic models (statistics) are presented in the following corollary
of Theorem 1.2 in the book of Charalambides [1].

Corollary 1 Let k and n be positive integers, and q be a real number, with g # 1.
Then,

gl trtethne= () - [k + 1} , n<k+1, (1)
n
q

ri=0,1, j=1,2,..k,
riFry4trgs=n
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and

Z qr1+2r2+~-+krk _ [k +ni| . )
nodq

rj=0,1,...n, j=1,2,.. .k,
ri+ro+-+r<n

Proof The ¢-binomial coefficients [kzl]q and [k:"]q, according to Theorem 1.2 in
Charalambides [1] may be expressed as:

Z qi1+iz+~~+ir("§‘) - [k + 1] 3)
q

n
1<ii<ip<-<ip<k+1

and
Z gittiat i [k +ni| . @
1<i) <ip < <i, <k+1 nolq
Let r; be the number of variables iy, i2, ..., 1, that are equal to j + I, for j =
0,1,...,k. Notethatrj =0,1,forl <ij <ip < -+ <iyp <k+1 andrj _
0,1,....nforl <iy <ip <--- <iy <k+ 1. Then,

i1 +ir+---+ip=ro+2r+---+ &+ Drg, with ro+r1+---+r =n.
Thus,

n+1

i1+i2+-~-+in—< 2

): r ~|—2r2+---~|—krk—<;>, with ri+rp+---+rp < n,
and

iW+ir+-+ip—n=r+2rn+---+kr, with ri+rn+--+r <n.

Consequently, (3) and (4) may be expressed as (1) and (2), respectively.
It is interesting to note an alternative evaluation of these multiple sums,

n
ank(q) = > gt tkn=Q) =12 k41, k=12, ...,
ri=0,1,.n, j=1,2,..k,
ri+rytetrg=n

and

bui(q) = ) gtttk 12 k=1,2,...,
ri=0,1,...n, i=1,2,....k,
ritryttrg<n

which may be carried out inductively by using the relations

1
_ ("1
an,k(Q) = Z q(k o (2)an—r|,k—l(q):
r1=0
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and

n
buk(@) =Y ¢ by k-1(q).

r1=0
O

Two more general multivariate g-hypergeometric sums are evaluated in the follow-
ing theorem.

Theorem 1 Let k and n be positive integers, and q be a real number, with g # 1. Also,
let mj, i = 1,2...,v, be positive integers and set nj = Z{:l mi, j=1,2...,v.
Then,

v
Z q2§:1(k—n,-—n+s,-+1)rj l—[ |:mji| _ [k :: 1} ’ (5)
q q

p
rp=0.Lm, j=1.2. 0, j=1=
ri+ro+-+ry<n

J
where sj =) ;_, ri, and

v
¥ qz‘;1<k—nj+1>rj1—[[m-/+’-/_l} :[" +”]. ©)
s . rj n
rj=0,1,...,n, j=1,2,...,v, j= q q
ritra+etry<n

Proof According to g-Cauchy’s formula, it holds true

n—sj_|
Xj: g =ni=mts+ g [m/} [k —nj+ 1] _ [k —nj-1+ 1}
ri=0 Fidgl M=5j 14 n=Si-1 g
for j = 1,2, ..., v. Starting with the first expression, j = 1,
n
Z q(k—nl—n+S1+1)r1 I:mli| |:k —nt 1i| _ [k + 1]
r1=0 lgl =51 dg g

and replacing the second factor of the general term of the sum by
n—r
AR I N A
S S 2lqL T8 g

and, continuing in this manner, at the last step replacing the second factor of the general
term of the sum by
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|:k —ny—1+ 1] _ n_ifl q(k—nv—n+.sv+l)ru I:m"i| |:k —nyt li|
n—=sy—1 g v 1q4 n—=sy q

ry=0
n—sy_1

= Z q(k_”v_n“l‘sl)“!‘l)ru[mv]
rv=0 v q

expression (5) is deduced; the last equality is a direct consequence of n,, = k. Similarly,
according to g-Cauchy’s formula, it holds true

n—=sj-1

Z q(k—nj+1)rj [mj+ rj— 1} |:k— nj+n-— sj] B |:k— nj_1+n—sj_1]
ri=0 T q nTS q S q
for j = 1,2, ..., v. Starting with the first expression, j = 1,
XH:Q(k—n1+l)r1|:m1+r1 _1i| |:k_”1+n_51] . |:k+ni|
r1=0 " q n—=s1 q n q’

and replacing the second factor of the general term of the sum by

[k—nl —i—n—sl} _nzrlq(kn2+l)rz|:m2+r2_ 1} [k—nz—i-n—sz]
n—=_sj q " r q n—s q’

and, continuing in this manner, at the last step replacing the second factor of the general
term of the sum by

n—sy—1
[k— ny—1+n— Svl] = 3 ghontin [mv+ v — 1] [k— ny+n— su]
n—Ssy_1 p ry p n—-sy p

ry=0
n—Ssy—1

= Z q(k_nu+l)rv I:mv—‘f_rl) - 1]
ry q

ry=0

expression (6) is deduced; note that the last equality is a direct consequence of n,, = k.
O

3 g-Fermi-Dirac Stochastic Model (Statistic)

A random distribution (placement) of balls into distinguishable urns (cells) is a simple
and very useful stochastic model. Among its most striking and useful applications, the
Bose-Einstein and Fermi—Dirac stochastic models (statistics) worth special attention.

A random g-distribution (placement) of a ball into r distinguishable urns (cells)
{c1,c2,...,¢} may be introduced as follows. Assume that » numbered balls
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{1,2, ..., r}, representing the r urns are forced to pass through a random mechanism,
one after the other, in the order (1, 2, ..., r) orinthereverse order (r,r—1,...,2, 1).
Also, suppose that each passing ball may or may not be caught by the mechanism,
with probabilities p = 1 — ¢ and g, respectively. In the case all r balls pass through
the mechanism and no ball is caught, the ball passing procedure is repeated, with the
same order. Then, the number on the first caught ball determines the urn (cell) in which
the ball is placed. Clearly, the probability that a ball is placed in the jth in order urn
is given by

o0
. q’ .
pi=) (l=—g)gV "™ ="—/ j=12.r,

k=0 [rlq
or by
i . k qr_j
pi= (=gt =12y
=0 [r]q
where 0 < ¢ < 1, according to whether the ball passing order is (1, 2,...,1)
or (r,r —1,...,2,1). These probabilities, on using the expression qf’l/[r]q =

q "7 /[r],-1, may be written in a single formula as:

q "’

[r]q '

pj= i=12...,r, (N

where 0 < ¢ < 1l orl < g < oo. Note that this is the probability function of a
discrete g-uniform distribution of the set {1, 2, ..., r}. It is worth mentioning that in
a quite close analogy, in Combinatorics, Chung and Kang [2] introduced the notion of
a g-selection of an element from the set C = {cy, c2, ..., ¢} by considering a weight
g~ as the payment for i — 1 jumps made in traveling from the left to the right of
the permutation p, = (c1, c2,...,¢r), Withc] < ¢2 < --- < ¢, before selecting the
element ¢; € C.

Furthermore, assume that n indistinguishable balls are randomly ¢-distributed, one
after the other, into » = k+ 1 distinguishable urns (cells) {c1, ¢z, . . ., ck+1}, each with
capacity limited to one ball, with n < k + 1. Let X; be the number of balls placed
inurncj, for j =1,2,...,k+ 1. Note that X4 1 =n — X; — Xo —--- — X;. The
distribution of the random vector (X1, X», ..., Xx) is called Multivariate Discrete q-
Uniform Distribution of the first kind, with parameters n and ¢. Its probability function
is derived in the following theorem.

Theorem 2 The probability (mass) function of the multivariate discrete q-uniform
distribution of the first kind, with parameters n and q, is given by

k . _m k+1
PX1=x1,X2=x2,..., Xx = x¢) = qu‘(k_j+1)x’_(2)/|: - } N )]
n
q
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forxj:0,1andj=1,2,...,k,withzl;=1xj <nand0) <q <lorl <g < oo.

Proof A random ¢-distribution of n indistinguishable balls into k 4 1 distinguishable
urns, of capacity limited to one ball, may be represented by the collection of n ¢-
selected urns {c;,, ¢;,, ..., ¢;, }, where the g-selection of an urn x times corresponds
to the placement of x balls into it, for x = 0, 1. Notice that, after the g-selection of an
urn and the placement in it a ball, because its capacity is limited to one ball, the next
g-selection is made among the remaining urns. Therefore, the probability for such a
g-distribution, on using successively (7), withr =k + 1, k, ...,k —n + 2, is given
by

k—ir+1 k—iy

cq q k—ip,—n+2 —c

(k+Dn—(iy +ig+-+in)— ()

q q

with 1 <i; <iy < --- < i, < k + 1. Clearly, the number x; of balls g-distributed
into urn ¢; equals the number of variables iy, iy, ..., i, that are equal to j, for j =

1,2,...,k+1,withxgy) =n — 21;:1 xj. Also, the exponent of ¢ in the expression
of the preceding random ¢g-distribution, may be expressed as:

k+1 k+1

n k
k+Dn— i, - (Z) = k4 Dx =Yg - (;) =Yk —j+Dxj - (;)
r=1 j=1 j=1 j=1

and so
k . n
P(Xi =x1, X2 =x2, ..., X = x) = cqim kmi+Du=G)

forx; =0,1and j =1,2,...,k, with 21;21 x; < n. Summing these probabilities,
using (1), and equating this sum to one, we get the expression ¢ = 1/ [k;:l]q, which
completes the derivation of (8). O

The multivariate discrete g-uniform distribution of the first kind may be obtained as
the conditional distribution of k independent g-Bernoulli distributions of the first kind,
given their sum with another ¢-Bernoulli distribution of the first kind independent of
them, according to the following theorem.

Theorem 3 Consider a sequence of independent Bernoulli trials and assume that the
probability of success at the ith trial is given by

eqi—l

:W’ i=12,..., O0<g<1lorl<gqg<oo.
q

Pi

Let X j be the number of successes at the jthtrial, for j = 1,2, ...,k + 1. Then, the
conditional probability function of the random vector (X1, X2, ..., Xi), given that
X1+ X2+ -+ 4+ Xik41 = n, is the multivariate discrete q-uniform distribution of the
first kind with probability function (8).
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Proof Therandom variables X ;, j = 1,2, ..., k+1, are independent, with probability
function, according to Theorem 2.1 in Charalambides [1], is given by

ex]-q(j—l)xj-

PG =5 = T

=0,1, j=1,2,....k+1.

Similarly, the probability function of the sum Y;4+1 = X1 + X2 + - - - + Xk41, which
is the number of successes in k + 1 trials, is

k41 91g®)
P(Yk+1=n)=[ ] e =01, k1
n ql_[l'zl (I+0g"""
Then, the joint conditional probability function of the random vector (X1, X2, ..., Xi),

given that Yy = n,

P(X] le) R P(Xk:xk)P(Xk =n— k)
PX1=x1,..., Xi=x|Ykr1=n)= P(Yx+1 =n) - : 7
L=

with y; = Z’;: 1 X, on using these expressions, is obtained as:

k+1
P(X1=x1,Xo=x2,..., Xk = x¢|Yk+1 = 1) chn’k(xl’xz """ xk)/[ * :| ,
q

n
where
k k "
Cnk (X1, X2, oo, Xg) = Z(j — Dxj — kaj +nk — (2>
j=1 j=1
k n
:—Z(k—j—f-l)xj—i- <2> +ntk—n+1).
j=1
Thus, since

q_n(k_nﬂ)[kﬂ} =[k+1]
nol, n q_l’

it reduces to
k . o k+1
P(X1=x1, Xa=x2, ..., Xy =x;|Vip1=n) =q 2=t k7/HDx+ 2)/[ * } ,
n -
q

1

which is expression (8) with g replaced by g™ O

Certain marginal and conditional distributions of the multivariate g-uniform distri-
bution of the first kind are derived in the following theorem.
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Theorem 4 Assume that the random vector (X1, X2, ..., X;) obeys a multivariate
discrete q-uniform distribution of the first kind. Then, the probability function of
(a) the marginal distribution of (X1, X2, ..., Xy), for | <r <k, is given by

P(X1 = x1,.... X, = x,) = g2im k=it Dxi=(3) |:k —r+ 1i| /|:k + 1i| 7
n—yr l4 no 14
©)

Jorxj=0,1,j=12,....r,with}'_yx;j <n, where y, = 3;_ x;, and
(b) the conditional distribution of the random vector (Xy4+1, Xr42, -+, Xr4m),
given that (X1, X2, ..., X,) = (x1,x2, ..., xp), for | <r <m <k, is given by

PXit1 =x41, - s Xm= x| X1 =x1, ..., Xpr = Xp)

=q ’Jh:rJrl(k—j—n-‘rym+1)xj_(ym2_yr) |:k o 1:| /|:k L 1:| ’ (10)
q q

n—Ym n—yr

forx; =0,1,j=r+1,r4+2,...,m, wich'}LrH xXj < n—yy, wherey; = Zij:l X;.

Proof (a) Summing the probability function of the multivariate discrete g-uniform
distribution of the firstkind, forx; = 0,1, j =r+1,r+2, ..., k, with Zﬁer xj <
n — y,, and using the relation

n n—y, y
()= ("57)+ () + e
we get, for the marginal probability function of (X1, X, ..., X;), the expression

P(Xi=x1,...,X, = x,) = g2i=1 kit =(3)

% Z g _’§='i(k_r—j+1)x,+j—("‘zy’)/[k:1] )
q

xr+j=0,l‘ j=12,....k—r
Xpp1+Xpp2+Fxp <n—yr

Since, the multiple sum, using (1), equals

) =i =) _ [k —rt 1] ’
n—

X =0,1, j=1,2,....k—r Yrolg

Xr41+Xrqp2+FxX <n—yr

the last expression of probability function reduces to (9).
(b) The conditional probability function of (X,4+1, X;42,..., X;»), given that
(X1, X2, ..., Xy) = (x1,x2, ..., x), 1s given by
PXir1=X41, - Xm= x| X1=x1, ..., Xp = Xp)
_ PXi1=x1,Xo0=x2..., X;n=Xp)
o PXi=x1,Xo=x2,...,X,=x;)
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Then, using the result of part (a), together with the relation
Ym = Yr\ _ (Ym\ (V) _ O — )
2 =\» 2 Ym = Yr)Yrs

P(Xr41 =Xr415 oo Xip = x| X1 = x1, ..., Xp = Xp)

_ q2?1=,+](k*j*n‘FYm‘H)x_/*(ym;yr) [k —m + 1:| /[k —r + 1:| ’
q q

n—ym n—yr

we conclude that

forx; =0,1,j =r+1,r42,..., m,wich?’ZH_l xj <n—y,,wherey; = Z{:] X;.
O

Let us now turn the study to the moments of a multivariate g-uniform distribution
of the first kind. Aiming primarily to the derivation of its g-power moments, and espe-
cially to the g-means, g-variances, and g-covariances, the attention may be restricted
to the marginal distribution of the random vector (X1, X»). Its probability function is
given by

P(X1=x1,Xz=x2)=q(k_nﬂl)xl+(k_1_n+xl+x2)x2[ -l ] /[k+1] ;
n—x1—x2], noJ,
(11

forx; = 0,1 and xp = 0, 1, with x; + x2 < n. The q_l-power moments of the
random vector (X1, X7) are derived in the following theorem. These moments, may
be suitably rephrased as conditional g-power moments of (X1, X)), given that
(X1, X0, ..., Xy)=(x1,x2,...,xy),withl <v <r—2.

Theorem 5 Suppose that the probability function of the random vector (X, X») is
given by (11). Then,

i B [n]q—l .
E([Xl]q_,>_m, =12 ..., (12)
and [l 1l + 1 — ]
nl,~1lk+1—n],-1g7"
Xi],-1) = —2 1 . 13
V([X11,-1) [k+1]$_1 (13)
Also, '
_ » [nly-19~
X1 15 _ q .
E(q " '[Xal7,) = TESTE ir=0,1,..., (14)
and 5
2 k+1—nl1g™"
C(IX1l, 1, g X2l 1) = —— d (15)

[k + 115 -, el
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Proof The marginal probability function of X7,

k k+1
P(X|=x)) = q(k—n+X|)XI|: ] /[ + ] . x1=0,1,
n—x], n |,

as the interest is focused on ¢ ~!-factorial moments may be written, equivalently and
in a more manageable form, as:

k k+1
P<X1=x1>=q"“—“>[ ] /[ M } L x=0, 1.
n—xi g! n g

Clearly, the ¢ ~'-power moments of X is readily obtained as:

; ! 1 i [n—kxl]q—l [nfl]q—l
E <[X1]ql*1> — Z qn( —xl)[xl]qt1 o = ,
[ AT )

x1=0 n

and since

|:k—|-1:| _[k+1]ql|: k :|
no ], o [n]q_1 n—1 q—17

it reduces to (12). Also, the ¢~ '-variance of X is deduced as:

. 2 2 . [n]q—l [n]qfl
V(ixng) = £ (X005 = [E@),0F = 5 0, (1 T+ 10,

[n],-1 [k +1-— n]qflq_"
k+112 '

Furthermore, the expected value of g~ X1 [X 2];2_1 may be derived by using the relation

E(q~N1X212) = E[E(¢™ X212, /X1)].

Since the conditional probability function of X», given that X; = x,

k—1 k
P(X2 = x2|X1 = x1) =q<""‘”“‘*2>[ ] /[ } , x=0,1,
n—Xx;—Xx2 q—] n—»Xxi q—l

is of the same form as the probability function of X, with the parameters k and n
replaced by k — 1 and n — x, respectively, it follows that

[n - xl]q_l

E ([Xz]ﬁ}llxl = xl) T
o
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Also, the expected value of ¢ X [n — X 1],-1 is given by

1
E(q’“[n—Xuql>=Zq"““”l[n—xﬂql[ : } / [Hl}
g~ q~!

n—x n
x1=0 1

1
k—1 k+1
=Tk _ n(l—x1)—x
[]qlzq n—xl—qu no |,

x1=0

_ —1 n—1 k=1 k=1 el
= [klg-19 <q [n—l}ql—i_[”_z}q‘)/[ " Ll.

Thus, using the triangular recurrence relation of the g-binomial coefficients, it reduces
to

=X, _ _ | K k+1 B [n]q—l[k]q—qu1
E(q l[n Xl]q—l) - [k]q—lq |:n — l:|q1/|: n i|q1 - [k + 1]q71

and so

E(q ¥X2012,) = E[E(¢ 1 [X212,1X1)] E(q~ "' n = Xi14-1)
q q

T

g-!
_ 1 . [n]q_l[k]q—]q_l _ [n]q—lq_l
N T T T

Similarly, the expected value of the g-function g XX, ];1, X 2];2,1 , may be evaluated
by using the relation:

E (¢~ X101 1X20%, ) = E[E(q X X007, X202, 1X1) ]
q q q q

Clearly,

1
i n(l—x1)—x i k k+1
E(¢ X101 [n=X11g1)= D ¢" ™ l[xllq'_l[n—xl]q-l[ } 1/[ n] 1
q- q-

P n—xi
1 ; k—1 k+1
=[k]q*‘ Xlzzoqn(lfxﬂfxl [x1]ql,1 |:n—xl_1i|q‘/|: n :|q1
=[k]q—1q‘l[::;] _1/[k:1] -1
q q
and
-x i [n]lq"q_l
Bl X=Xl ) =
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whence

(s var) = ElE g o )]
1

- _ gt
Lk

IRTES e,

E(q X1X11) [0 = X11y1)

The covariance of [ X ]q_1 and q‘Xl [Xz]q—l , is given by

C([X11,-1. ¢ X [X2) 1) = E(g X [X1],-1[X2] 1) — E([X1],-1) E(q~ " [X2],1)
T e VP S LY
I I P TR T
_ [n]qflq_l([n =11k +1]-1 — [n]q—l[k]q—l)
B [k + 11 (K],

Using the relations [n — l]q—l = [l/l]q—l — q’"+1 and [k]q—l =lk+ l]q—l — q’k, we
get
[n— g-1lk + 1,-1 — [n] -1kl = [n],-1 [k + 11,1 — q_"+l[k + 1],
— [nly-1lk + 11 + [nl,-197F
—lk+ 1 —nly1g !

and the last expression reduces to (15). O

In the following theorem the probabilistic behaviour of groups of successive urns
(energy levels) is examined.

Theorem 6 Suppose that the random vector (X1, X3, ..., Xi) obeys a multivariate
discrete q-uniform distribution of the first kind and consider the random variables

Sj mj
Yi= Y Xi=) X4 j=L2....r
i=1

i:Sj71+1
where m;, i =1,2,...,r, are positive integers and s; = Z{:l mi, j=1,2,...,r,
with s, = k, and so = 0. Then, the probability function of
(a) the distribution of the random vector (Y1, Ya, ..., Y,) is given by
r
PVt = 31ve Yy = 3,) = g b m325 00 T T [’"J} / [" * 1] . (e
j=11Yidq g

fory; =0,1,...,mj, where z; =le:1y,-,j= 1,2,...,r, withz;zl yj <n.
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(b) the marginal distribution of the random vector (Y1, Y2, ..., Y}), for1 <v <,
is given by

.

| . o T Tk— 1 k+1

P(Yi=y1, ..., Yy=y,)=qLim k=sitn=2;+Dy; H[mj] [ sv+ } /[ + :| ,
q n q n q

=1 Yj — 2y
| (17)
fory; =0,1,...,mj, where zj = Z'l./:ly,-, j=1,2,...,v, withzyzl yj <n,
(c) the conditional distribution of the random vector (Yy+1, Yy42, ..., Y), given

that (Y1,Y2,...,Y,) = (1, y2, ..., W), for 1 <v <k <, is given by

PYos1=Yoils-- s Ye=velY1i=y1,...., 7, :yv):qzj:|)+1(k—Sj+n—Zj+1)yj

y lil I:m/] |:k—s,(+1] /[k—su+1]
jmvp1 LYidgL T 2 dg = g
(18)
fOr)’j=0,1,...,n—Zu,j=1)—|—1,U+2,...,K,With2’;:v+1yjfn—zvand
zj=2{:1yi,j=v,v+l,...,/<.

Proof (a) The probability function of the random vector (Y1, Y2, ..., Y,) is derived
from the probability function

k - . n k ]
P(Xl=X1,X2=X2,.-~,Xk=Xk)=qul(kﬁm](2)/|: . } )
n
q

by inserting into it the r new variables (y1, y2, ..., y») and summing the resulting
expression over all the remaining k — r old variables. Note first that

r r Sj k

Yo=Y ¥ w=Yu
j=1 j=li=sj_1+1 i=1

Clearly, the sum in the exponent of ¢ may be expressed as:

ro Sj—1+tmj

k r Sj
Yoh—j+bx;=) Y (k—i+Dxi=» Y (k—i+Dx.

j=1 j=li=sj_1+1 j=li=sj_1+1

Furthermore, replacing in the last inner sum the variable i by s;_1 + i and inserting
into the resulting expression the variables (yi, y2, ..., y»), we get
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Z(k_]+1)x] _ZZ(k—s] 1=+ Dxg, 4

j=li=1

r romj—1
=Y (k—sj+1) sz, i Y D —ixs 4
j=1 j=1 i=1
r r mj—l
S I(EURSIIES 35 SIS,
j=1 j=1 i=1
Then, the probability function of the random vector (Y7, Y2, , Y,) is given by
o1 k=sj+Dy;=(;

m;—1
Y=y = 1 Z ‘12;:1 ity Omj=idxs;_ i

n]
q

Z, 1 (k=sj+1)y;=(3)

B 1] qu Si oy
q

n ]—

PY1=y1,Yo=y,.

where the summation, in the last sum, is extended over all x;, ,4; = 0, 1, for i

. i—1 . .. .
L,2,...,mj—1,with Z:”:’l Xs; i < yjsin addition to these values, the summation
in the first sum is extended to all j = 1, 2, ..., r. Furthermore, by (1),

mj— Vi .
)3 T i _q(;)[’"f] .
Xy =01 =12, m 1, Yidg
Xsj 1 sy m j—15Y

Also, summing the relations

n—z;j n—zj_1 yj .
< 5 ):( 5 )—<2>—yq,~(n—zj), j=12,...,r

where z; = Z{:l yi.j=12,..

("37)

., 1,20 = 0, and since

<n—y1—y2—~~—yr)_<n—X1—X2—~'—xk>
2 =

2
(”;“) —0, for xpp1 =0, 1,

we get

()-£()-Fe

J=
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Introducing into the last expression of P(Y] = y1, Y2 = y2, ..., ¥, = y,) these two
expressions, it reduces to the required formula (16).
(b) Summing the probability function of the random vector (Y7, Y, ..., Y,), for

yj=0,1,...,mj,j=v+1,v+2,...,r,withz;zu+1yjfn—zr,

" m; k+1
P(Yi =y1,....Y, = y,) = gZim1k=simntz 40y 1_[ [ f] /[ }
j=1 q q

Yj n
4 m
o (k=si—n+z;+1)y; J
X Z q j—V+l( J j+Dy;j 1_[ - ,
Yo =01omj j=1.2,....r—v, jmvt1 LY dg

Y1ty =n—=2zy

and using (5),

.

q v (k=sj—n+z;j+Dy; H I:m/:| _|:k_5v+1]

- ’

E . n—

Vot =0, 1y j=1.2,r=v, j=vt1 BV g o dg
Yo+l+tyr<n—z,

the probability function (17) is obtained.
(c) The conditional probability function of (Y41, Yy42,..., Ye), given that
Y1, Y2, ....Y) = (1, y2, .- -, Yv), is given by

P(Yv+1=yv+l,~--,YKZ)’K|Y1=}’1,~--’YU=)’U)
_PMi=y.o=y.... Y=y
PYi=y.Y2a=yn....Yh=y)

Then, using parts (a) and (b), formula (18) is readily deduced. O

4 g-Bose-Einstein Stochastic Model (Statistic)

Suppose now that n indistinguishable balls are randomly g-distributed, one after the
other, into r = k + 1 distinguishable urns (cells) {c1, c2, ..., ck+1}, with unlimited
capacity. Let X ; be the number of balls placed in urn ¢;, for j = 1,2,...,k + 1.
Note that Xz = n — X1 — Xo — - -+ — Xg. The distribution of the random vector
(X1, X2, ..., Xy)iscalled Multivariate Discrete q-Uniform Distribution of the second
kind, with parameters n and ¢g. Its probability function is derived in the following
theorem.

Theorem 7 The probability function of the multivariate discrete q-uniform distribution
of the second kind, with parameters n and q, is given by

k . ) k
P(X1=x1,X2=xz,...,Xk=xk)=qul(k_’“)x’/[ +n} .9
n
q
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forx; =0,1,...,nand j = 1,2,...,k, withzl;zlxj <nand0 < qg < 1or
1 <q < oo

Proof A random g-distribution of n indistinguishable balls into the k + 1 distinguish-
able urns may be represented by the collection of n g-selected urns {c;,, ¢;,, ..., ¢i,},
with repetition, where the g-selection of an urn x times corresponds to the placement
of x balls into it. The probability for such a g-distribution, on using (7) withr = k41,
is given by

k—ii+1_k—ir+1 |

k—ip+1 _ c (k+1)n—(+iz+--+iy)

cq q g q
with 1 <i; <ip <--- <i, <k + 1. Clearly, the number x; of balls g-distributed
into urn ¢; equals the number of variables iy, iz, ..., i, that are equal to j, for j =
1,2,...,k+ 1, withxg4 =n — Z];=] xj. Also, the exponent of ¢ in the expression

of the preceding random g-distribution, may be expressed as:

n k+1 k+1 k
k- Dn—ir=Y (k+Dx;— Y jxj= (k—j+Dx;
r=1 j=1 j=l1 j=1
and so
k .
P(X) =x1, X2 =x2,..., X = x;) = cqi=1 &IV,

forx; =0,1,...,nand j =1,2,...,k, with lezl x; < n. Summing these proba-
bilities, using (2), and equating this sum to one, we get the expression ¢ = 1/ [k:"]q,
which completes the derivation of (19). O

The multivariate discrete g-uniform distribution of the second kind may be obtained
as the conditional distribution of k independent g-geometric distributions of the sec-
ond kind, given their sum with another g-geometric distribution of the second kind
independent of them, according to the following theorem.

Theorem 8 Consider a sequence of independent Bernoulli trials and assume that the
conditional probability of success at a trial, given that j — 1 successes occur in the
previous trials, is given by

pjzl—qu_l, j=12,..., 0<0<1, O<g<1lorl<gqg<oo,

where, for 1 < q < oo, the number j of successes is restricted by j < m =
—log6/logq. Let W; be the number of failures after the (j — 1)th success and
until the occurrence of the jth success, for j = 1,2,...,k+ 1, wherek +1 <m in
the case 1 < q < oo. Then, the conditional probability function of the random vector
(W1, Wa, ..., Wi), given that W1+ Wa +- - -+ Wiy = n, is the multivariate discrete
q-uniform distribution of the second kind with probability function (19).
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Proof Clearly, the random variables W;, j = 1,2, ...,k + 1, are independent, with
probability function,

P(Wj=w))=(0g" )" (1-6¢"""), w;j=0,1,..., j=12,....k+L

Also, the probability function of the sum Ui+ = W1 + W + - -+ 4+ Wi, 1, which is
the number of failures until the occurrence of the (k + 1)th success, is

k+1

P(Uis1 =n) = [k:"} o' [T(1—04"")., n=01.....
4 =1

Then, the joint conditional probability function of the random vector (W, W, ..., Wy),
given that Uy = n,

P(Wi=wy)...P(Wi=wp) P(Wiyr1=n—ug)
PWi=wy, ... ,Wir=wi|Upp1=n)= P =) + ,
1=

with uy = Z';zl w;, on using these expressions, is obtained as:

k
P(Wy = wi, ..., Wi = wg|Upq1 = n) = gonkWnwz wk)/[ +n] ;
nlq
where
k k k
Cnk(wr, wo, ..., wi) = Z(j - Dw; — kaj +kn = —Z(k —Jj+Dw; +kn.
j=1 j=1 j=1
Thus, since

qkn[k +n] _ [k —l—n]
n q n q—]’

kg ) k+n
PWi=wi, ..., W =wi|Upp1 =n) =¢q Lj-1k JH)w’/[ ]
n -1
q

it reduces to

1

which is expression (19) with g replaced by ¢~ O

Certain marginal and conditional distributions of the multivariate g-uniform distri-
bution of the second kind are derived in the following theorem.

Theorem 9 Assume that the random vector (X1, X2, ..., X;) obeys a multivariate
discrete q-uniform distribution of the second kind. Then, the probability function of
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(a) the marginal distribution of (X1, X2, ..., Xy), for | <r <k, is given by

PXy =1 X = x,) =q2;=](kj+1)x_,.|:k—r+n _}’r:| /[k—i—n} ’
n—yr q n q

(20)
forxj=0,1,....n,j=1,2,...,r, with Z;Zl < n, where y, = Z;Zl Xj,

(b) the conditional distribution of the random vector (X,+1, X,+2,

.., Xm), given
that (X1, X2, ..., X;) = (x1, x2, .

.o Xp), for 1 <r < m <k, is given by

P(Xr41 = X415 ooy Xy = X X1 = x1, ..., Xp = xp)
m

=q -/‘=f+1(k—f+1>x/~[k_m+”—ym} /|:k—r+n—yri|’
= Ym q n—yr q

2D

forx;j :O,l,...,n—y,,j:r+l,r+2,...,m,wich?’:erj <n—y,, where
Yr:Z?=]xi-

Proof (a) Summing the probability function of the multivariate discrete g-uniform
distribution of the second kind, forx; =0,1,...,n —y,, j=r+1,r +2,...,k,

with Zl;ﬂ 41Xj < n—y,, we get, the expression

PXi=x,...,.X,= xr):qz.)}:l(k_j"_l)xf

“ ) qzﬁ"l(krjﬂ)xrﬂ-/[k + ”} '
Lk—r, q

n
Xr4=0,1,..., n—y, j=1,2,..
XrplHXpq2+Fxp <n—yr

Then, the multiple sum, using (2), equals

Z qzl};rl(kfrfj+l)x,+j _ |:k —r+n-— yr:|
q

n—
xr+j:0alq---,n_Yr J=1.2,...k—r, r
Xpp1HXp g2+ Fxp <n—yr

and the last expression of the probability function reduces to (20).
(b) The conditional probability function of (X,4+1, X;42,..., X;), given that
(X1, X2, ..., Xy) = (x1,x2, ..., Xr), is given by

PXrp1=Xr41, s Xm= x| X1=x1, ..., X, = xp)

_PXi=x, Xo=x2.. 0, X = xp)

S PXi=x, Xo=x2, .., Xp =)

Then, using the result of part (a), we conclude that
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P(XH_[ = Xr+1, ...,Xm =xm|X1 =)C1,...,Xr :xr)

= qz7=r+1(k*f+1)xj |:k —mtn—= Ym:| /|:k —rtn-= yri|
n—ym q n—yr q’

for x; =O,1,...,n—yr,j=r+1,r+2,...,m,withz;f':rﬂxj <n—y,, where
DI MES O

As regards the derivation of the g-factorial moments of the multivariate g-uniform
distribution of the second kind, and especially the g-means, g-variances, and g-co-
variances, the attention may be restricted to the marginal distribution of the random
vector (X1, X»). Its probability function is given by

k—2 —X] — k
P(X) = x1. X» = xy) = qu1+(k—1)x2|: +n—x xz} /[ +ni| @
n—x;—x 4 no |,

forx; =0,1,...,nandx; =0, 1, ..., n,with x| +x; < n. The g-factorial moments
of the random vector (X1, X7) are derived in the following theorem. These moments,
may be suitably rephrased as conditional g-factorial moments of (X, 41, X,+2), given
that (X1, Xo, ..., X)) = (1, x2, ..., xy),withl <v <r —2.

Theorem 10 Suppose that the probability function of the random vector (X1, X3) is
given by (22). Then,

[nliglin]g g
E([X1);,.g) = —24—ad = 1,2,...,n, 23
([X11iy,9) e+ 111 g i n (23)
and .
[n]ylkly[n + Kk + 1149
V(X1ly) = 24
([X11g) [k+1]§[k+2]q (24)
Also, i
; [n]iy.qli2]glqg "2,
i2X] . _ 2,q1°21g _
E(¢?' X201 4) = htilny ir=0,1,....n, (25)
and _
+k+1 -
(X1 g1 [Xa],) = — el lgg” (26)

[k + 12k + 2],

Proof The marginal probability function of X is

k—1 — k
P(X1=X1)=qu1|: o xl] /[ +n} , x1=0,1,...,n,
n—xi q no |,

and its g-factorial moments are given by
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" k—14n—x] [Tk+n
) _ kxy .
E([X1li.q) = Z q [xl]”"’[ n—x L/[ n L

xX1=i

n
. k—14n—x k+n
—lilg! > ™|
[ll]q- q [xl _il}q[ n —Xl ]q/[ n }q.

xX1=i]

Setting r = x; — i1 and using the g-Cauchy’s formula,
i (km)r|:m+r:| |:k—m—|—n—r—1:| |:k+n:|
q = )
r=0 r q n—r q n q

withm = i1 and k and n replaced by k +i; and n — i, respectively, the last expression
reduces to (23). Also, the g-variance of X1,

V([X1lg) = qE([X1]2,¢) + E([X1]g) — [E([Xl]q)]Z,
using (23) is obtained as:

_ [nhg21gg* ! nlygt g

e N | R N T M T
_[nlgg* (In=11glk + 11 (14 @)g* ' +[k+ 1y [k + 2], —[n]y[k+2],4")
B [k+112[k+2], '

Since

[n+k — 1,6 = [n + &k — 11,4

[n = 1glk + 11" — [nlglk + 21," = —

and

n+k—11, —[n+k—11,4*"!
[0 — Uglk + Lyg™ + [+ 1],k + 2], = ]ql[_q Wl

the last expression, reduces to (24). .
Furthermore, the expected value of ¢2%! [X2]i,,4 may be derived by using the
relation:

E(q"¥ [Xal,q) = E[E(¢"" [Xalip,q1X1)]-

Since the conditional probability function of X5, given that X| = xp,

_ k—24+n—x;—x2 k—14n—x; —x
P(Xy=x|X; =x1) = g% “*2[ :
n—Xx|p—Xx2 q n—xi q
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x3=0,1,...,n—xq,is of the same form as the probability function of X, with the
parameters k and n replaced by k — 1 and n — x1, respectively, it follows that

[ — x11iy.4li2]y'g* D2

E([XaliqlX1 = x1) = [k+i2— 14
2

Also, the expected value of qizx '[n — X1]i,,4 18 given by

n—ip
. ) k—14+n—x k+n
E(q™ 1n = Xilng) = D 4“1 n —xl]m,q[ ]] /[ }
q q

=0 n—xj n
n—is
. k—1 — k
=[k+i2—1]i2,qu(“’2”“[ o xl] /[ +"] .
— n—i)—x n
x1=0 q q

Thus, using the above g-Cauchy’s formula with m = 0 and k and n replaced by k + i
and n — i1, respectively, the last expression reduces to

; [(n]iyqlk +i2 — 11;,,
E(q’zX‘[n _ Xl]iz,q) — 2,9 2,9

[k +12]iy 4
and so
X1 X1 lialglg* P2 oy,
E(q"*'[X2)ip.q) = E[E(¢™"'[X2lirq1X1)] = —————E(¢"™"'[n — Xi1lir.q)
[k +i2 — 1] 4
li2lg!q* D% [nliglk +ia = 1lig _ [nlipglilglg* ™"
[k +i2—1]i4 [k +i2)is.q [k +i2]iq ’

Similarly, the expected value of the g-function g XX 1,¢[X2]i,,4, may be evaluated
by using the relation:

E(q™ ' [X11i 4[X2lirq) = E[E(¢? [X11i),4[X2)i0.01X1)]-

Clearly,
E(q"M[X1liy g n—X11ipg)= Y g2 [xl],-l,q[n—xll,»z,q#
x1=i n lg
L], ]

= [i1]g!k+ia—1lipq Y g% .

X1=i] [k-}:n]q

and using the above g-Cauchy’s formula with m = i| and k and n replaced by k + i
and n — i1, respectively, the last expression reduces to

(i) s [i11g 'k + B2 — 115, gq*H21
[k +1i1 +i2]i\4in,9

’

E(@?M 1 [X1)i, gln — X1linq) =
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whence

E(q" [ X11i,.4[X2)inq) = E[E(q? [X11i,.4[X2)ir.q1X1)]
[i2]ylq D02 X
=—1 E(¢"M[X1)i 4n — X
[k + iy — l]iz,q (q [ ]]zl,q[ l]lz,q)

_ndij4in qlit]g!linlg!q
[k + il + i2]i1+iz,q

k(i1+iz)+(1—1Diz

The covariance of [X1], and qX' [X2]y, is given by

C([X1]g. ¢¥'[X2)g) = E(q™ [X114[X2]g) — E(IX11¢) E(¢¥' [X2],)
 Inlgln — 11,¢% [n]gq* !
[k +2lglk+ 11, [k+ 112
 [n1gq® T (In = 11y1k + 11gq — [n]4lk +21,)
Bl [k + 112[k + 2],

Using the relations [n — 1], = [n], — q”_1 and [k + 1],q = [k + 2], — 1, we get

[n— 1glk + 11g — [nlglk + 214 = [nlglk + 2]y — [n — 11y — [k +2lq" " — [n]ylk + 2],
=—[n+k+ l]q

and the last expression of the covariance reduces to (26). O

The interesting probabilistic behaviour of groups of successive urns (energy levels)
is presented in the following theorem.

Theorem 11 Suppose that the random vector (X1, X2, ..., Xi) obeys a multivariate
discrete q-uniform distribution of the second kind and consider the random variables

Sj m;j
Yi= Y Xi=) X4 j=12,....7,
i=1

i=sj_1+1
where m;, i = 1,2, ...,r, are positive integers and s; = Z{:l mi, j=12,...,r,
with s, = k, and so = 0. Then, the probability function of
(a) the distribution of the random vector (Y1, Ya, ..., Y,) is given by
r
P(Yi = yi.... Yy = ) = g == 6D T [mj o 1] /[k +n} ’
j=1 i q g
(27)

fory;=0,1,....n,j=1,2,...,r, withzgzlyjfn,
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(b) the marginal distribution of the random vector (Y1, Y2, ..., Y}), for1 <v <,
is given by

ﬁ[Mj+yj—l] |:k—sv+n—zu]
. j n—z
Yy (k—sj+1)y; J=1 Y ¢ ’ !
k+n ’
nodq

(28)

PYi=y1,....Yhy=y)=q

fory;=0,1,....n,j=12,...,v, withz;zlyj <nandz, =Y ;_, i,
(¢c) the conditional distribution of the random vector (Yy+1, Yv+2, ..., Yi), given
that (Y1,Y2,....Y,) = (1, y2, ..., ), for 1 <v <« <, is given by

PYyr1=yvs1,..., Y :)’K|Y1 =y,..., Yy =yu) :qz_i=u+1(k—s_/+1)y_/

ﬁ |:mj+yj—1:| |:k—s,(+n—z,(i| /|:k—sv+n—zv:|
j=vHl Yi q n=2« q =z q
(29)

fory; =0,1,....n—z,, j = v+ 1Lv+2 ...« wih Z;=u+1)’j < n and
Zj:Z{:lyi-

Proof (a) The probability function of the random vector (Y1, Y2, ..., Y,) is derived
from the probability function

n

k ; ) k
P(Xl=X1,X2=X2,---,Xk=Xk)=qul(k_]+1)xj/[ +”] )
q

by inserting into it the r new variables (yi, 2, ..., ¥,) and summing the resulting
expression for all the remaining old k — r variables. Clearly, the exponent of ¢ may
be expressed as:

k r Sj rooSj-1tm;
Yk—j+bxj=3" Y k—i+Dx=) Y (k—i+Dx

j=1 j=li=sj_1+1 j=li=sj_1+1

Furthermore, replacing in the last inner sum the variable i by s;_; + i and inserting
into the resulting expression the variables (y1, y2, ..., ), we get

k ro mj
Dk—j4Dx; =" k—sjo1—i+ Dxg;_ 4

j=1 j=li=1
r r mj—l
=D (k=sj+ UZ%J i b D D = D
j=1 j=1 i=1
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romj—1

=Y k=si+Dyj+ Y > (mj—i)xs, i
j=1

j=1 i=1
Then, the probability function of the random vector (Y1, Ys, ..., Y,) is given by

g Simr s,
PYi=y,Ya=y,....Y,= yr)=w
n lg
qz;:l(k_sj"‘l))’j r

= s q
[kjl_n]q j=1

r mj—l .
=t ity (mj —DXs;_y+i

q

mj—l .
Z;=1 (mjfl)xsj-,l-%—i
s

where the summation, in the last sum, is extended over all x; o = 0,1,...,y,

. . i—1 . ..
fori =1,2,...,m; — 1, with Z:’;’l Xs;_y+i < yj; in addition to these values, the
summation in the first sum is extended to all j = 1, 2, ..., r. Since, by (2),

) T o [mj +yj— 1]
i1,

xsj-_1+i:0»1v~-’yj i=1,2,...,mj71,

xs/-,1+l+"'+xsj,1+mj—lS,Vj

the last expression reduces to (27).
(b) Summing the probability function of the random vector (Y1, Y», ..., Y,), for
yi=0,1,....mj,j =v—|—1,v+2,...,r,withz;zv+1yj <n-—z,

v
Vo sty mi+y;—1 k+1
P(Y1=y1.....Y, = y) =q==1¢ Sf“”f”[ e }/[ .
q q

j=1 Vi

.
y D L AR [mjﬂ.j—l]’
q

Y4;=0,1,....n—z,, j=v+1 i
j=12,...,r—v,
Vo1t yr=n—2zy

and using (6),

-
E qz;=v+1(k7s.,~+1)yj 1—[ [mj—i—yj—l] _ |:k—sv+n_ZU:|
. n— )
Y+j=0,1,....n—z,, j=v+1 Yj q Zy q

J=12,...r—v,
Yol Ftyr=n—zy

the probability function (28) is obtained.
(¢c) The conditional probability function of (Y41, Yy4+2,...,Y,), given that
(Y15 Y27 LR ] Yr) == (yla y27 ~-~7)’r),isgivenby
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P(Yv+1:yv+1,...,Yr:yr|Y1:yl,'..’Yv:yU)
_ PM=y,Ya=n....Y, =y)
P(Yl=yl,Y2=y2,...,Yv=yv)'

Then, using parts (a) and (b), the required formula (29) is readily deduced. O
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