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Abstract
Polymer-based nanocomposites have been one of the most spotlighted multifunctional condensed materials with the rapidly 
growing advancement of nanotechnology. Owing to the successful synthesis, manufacture, and characterization of various 
low-dimensional organic/inorganic nanoparticles and nanocarbon materials, it was expected that unprecedented excellent 
properties of composites can be achieved. However, disappointing results of the properties of newly designed nanocomposites, 
yet revealed structure-to-property relationship, and the limitations of the existing theoretical predictive models led to the 
exploration of new in silico simulation and review of micromechanics models. From the early 2000s, molecular dynamics 
(MD) simulation studies revealed the physics behind the unpredictable properties and microstructural evolution, such as the 
size-dependent properties, polymer sheathing, intrinsically weak adhesion between nanocarbon and polymer, and dispersion 
and agglomeration of fillers. The comprehension of the importance and impact of interface and interphase zone in nano-
composites enabled by the application of MD simulation led to revisiting composite micromechanics and the development 
of “interface/interphase models.” In this review, the history of the successful application of classical, coarse-grained, and 
recent reactive MD simulations to the multifunctional properties of nanocomposites is retraced.

Keywords Polymer nanocomposites · Classical molecular dynamics · Coarse-grained molecular dynamics · Reactive 
molecular dynamics

Introduction

In 1989, Vollenberg and Heikens reported the first experi-
mental observation of the filler size-dependent Young’s 
modulus of nanocomposites. [1, 2]. Two years later Iijima 
reported the discovery of carbon nanotubes (CNTs), lead-
ing to the fourth-generation nanocarbon era [3]. Ajayan suc-
cessfully aligned CNTs in a polymer matrix, leading to the 
era of “polymer nanocomposites” [4]. Ding et al. [5] dem-
onstrated the polymer sheath around a multi-walled carbon 
nanotube (MWCNT) from the fracture surface of composites 
and supported the substantial interaction between MWCNT 

and engineering polymer. All these works are supported by 
sophisticated experiments. Wei et al. [6] observed the for-
mation of a discrete adsorption layer corresponding to the 
polymer sheath around the MWCNT and further discussed 
the crystalline ordering of the molecules around the CNT 
using all-atom classical molecular dynamics (AACMD) 
simulation. The presence of the same highly densified and 
structurally ordered layer around spherical nanoparticles was 
revealed by MD simulations [7–9]. Naturally, materials sci-
entists’ efforts to take full advantage of the interphase zone 
and mechanists’ endeavor to establish a structure–property 
relationship of nanocomposites including the “interphase” 
zone have been the main research areas in the field of mul-
tifunctional nanocomposites.

Meanwhile, some intrinsic disadvantageous features 
have been pointed out by extreme-scale computer simula-
tions. For instance, nitrogen and oxygen atoms constitut-
ing typical engineering polymers are difficult to adhere to 
the surface of hexagonal carbon in CNTs unless external 
work is supplied [10]. To understand the substantial adhe-
sion characteristics at the interface between nanofillers and 
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polymer matrix, the in silico pull-out test of 1-D nanocarbon 
structure has been effectively used. For instance, pull-out of 
a CNT from an epoxy matrix requires an interfacial shear 
strength of 61 MPa [11], whereas pull-out from a poly-
ethylene (PE) matrix only requires 30 MPa of shear stress 
[12]. Even though interfacial shear strength it self does not 
completely indicate how effectively the interface between 
CNT and matrix can transfer the shear stress, the pull-out 
test with surface functionalization of CNT can qualitatively 
evaluate the weak nature of the interface between CNT and 
engineering polymer. For instance, the interfacial shear 
strength between a CNT and poly(methyl methacrylate) 
(PMMA) can be tailored by the phenyl functionalization of 
nanotubes [13]. Later, the transversely isotropic elastic stiff-
ness of CNT/Polypropylene (PP) nanocomposites studied 
by sophisticated tensile simulation quantitatively confirmed 
that the intrinsically weak interface between CNT and PP 
can significantly degrade the shear modulus [14]. Since the 
mid-2000s, “interface/interphase” has been the most repre-
sentative terminology in nanocomposites and is the focus of 
both materials scientists and mechanists, especially in the 
field of modeling and simulations [15].

Besides the interface/interphase, the agglomeration 
of embedded nanofillers has been a challenge to manifest 
efficient load transfer from the polymer matrix to the rein-
forcement by maximizing the contact area at the interface 
[16–19]. To understand the insufficient interpenetration of 
polymers into the gallery zone between individual fillers, 
modeling of poly-dispersed nanocomposites is required. 
Therefore, AACMD simulations are still limited despite the 
current computing capability of university laboratory-level 
parallel clusters. For instance, construction of single parti-
cle/amorphous polymer nanocomposites unit cell at dilute 
condition requires ~ 20,000 atoms, thus, poly-dispersed 
unit cell to consider particle agglomerations requires more 
than ~ 200,000 atoms with a complicated description of 
intramolecular interactions over 5 ns. Therefore, AACMD 
simulation has been extending the hardware limits until 
now. As an alternative, N-scale homogenization has been 
effectively used to establish agglomerated microstructure for 
macroscopic degradation of nanocomposites. Nonetheless, 
discrete modeling of insufficient permeation at the agglom-
erated interface is required to provide nanoscale informa-
tion for microscale analysis. In this respect, coarse-grained 
molecular dynamics (CGMD) has been the focus area to 
narrow the gap between nanoscale and microscale [20–22].

In addition to the up-scaling issues of MD simulations, 
to account for the agglomeration and waviness of fillers 
in nanocomposites, recent studies are aimed at describing 
the detailed chemistry in matrix, filler, and interface. For 
instance, brittle failure of epoxy resin in nanocomposites 
involves the cleavage of the cross-linked network, which 
cannot be described through the classical potential models of 

covalent bonds using harmonic functions [23]. Owing to the 
development of ReaxFF adopting the bond order between a 
pair of atoms by interatomic distances [24], a more sophis-
ticated and realistic description of local events in nanocom-
posites such as polymerization of epoxy molecules around 
the embedded CNT in nanocomposites [25] is now feasible. 
A breakthrough in simulating reactive phenomena such as 
the oxidation of polymers in the chemical aging process [26] 
and pyrolysis of thermoprotective polymers has expanded 
the horizon of MD simulations to predict the durability of 
nanocomposites under continuous exposure to ordinary as 
well as extremely harsh service conditions [27]. Compared 
with the classical MD simulations, however, evaluation of 
the bond order in implementing reaxFF-based MD simula-
tion requires heavier computation time. Thus, the applica-
tion of reactive molecular dynamics (RMD) simulation is 
restricted to smaller all-atom structures than in AACMD 
and CGMD simulations.

In retrospect, RMD, AACMD, and CGMD constitute 
a hierarchy of virtual experiments across spatial and tem-
poral scales, as shown in Fig. 1. However, the maximum 
spatial scale available in CGMD simulation is restricted to 
1000 nm. Therefore, sequential bridging to mesoscale and 
fully continuum scale computation theory is attempted to 
design multifunctionality of the nanocomposites. This semi-
review briefly discusses the early-time efforts to establish 
valuable structure-to-property relationships of nanocompos-
ites based on the AACMD simulation as well as the current 
attempts to narrow the gap between quantum mechanics and 
AACMD and between AACMD and micromechanics using 
the RMD and CGMD simulations, respectively.

Classical MD Simulation

The AACMD simulation commonly refers to a series of unit 
cell construction, geometry optimization, and thermody-
namic ensemble simulation followed by a target production 
run using ordinary classical interatomic potential models 
without the consideration of bond order change. The clas-
sical potential models describe the behavior of primarily 
bonded backbones in typical engineering polymers through 
valence potentials including bond-stretching, angle-bending, 
bond rotation (torsion), and out-of-plane terms. In addition, 
short-range van der Waals (vdW) interaction and long-range 
Coulomb interaction are added to describe the secondary 
bonds in the system. Representative classical interatomic 
potential models include COMPASS, PCFF, CVFF, Amber, 
CHARMM, OPLS, Dreiding, UFF etc. For most linear and 
networked engineering polymers based on the hydrocar-
bon backbone and nanocarbons such as graphene with sp2 
resonant structure, these models provide valence and vdW 
potential parameters. For ceramics or minerals with more 
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complicated symmetry used for the nanoparticles and nan-
oclay, these potential models can describe the many-body 
effect to some degree. Depending on the combinations of the 
materials and the accuracy of the existing potential models, 
a cross combination of parameters has also been preferred. 
Most valence potential parameters are now accessible to aca-
demia as well as industry.

The classical potential models played a very important 
role in estimating the effective physical properties of ther-
moplastic-based nanocomposites such as elastic modulus [6, 
7, 14, 19, 28–31], stress–strain curves [6, 28–30], thermal 
conductivity [32–36], thermal expansion, and glass transi-
tion behavior [37–39]. In most AACMD simulations, a unit 
cell of nanocomposites is constructed either by embedding 
one or several particles inside an amorphous polymer. For 
the 1D and 2D nanofillers such as CNT and graphene, fill-
ers are fully embedded or partially embedded with infinite 
periodicity along one or two coordinate axes. Figure 2(a) 
and (c) show the front view of representative volume ele-
ment molecular models of finite fully embedded CNT/PE 
nanocomposites [6] and infinitely periodic CNT-reinforced 
polyethylene terephthalate (PET) nanocomposites [29]. 
With a finite CNT, a clear improvement in the stress–strain 
behavior of PE curves could be achieved according to the 
longitudinal tension test, as shown in Fig. 2(b). The Young’s 

modulus of nanocomposites determined from the MD simu-
lation was underestimated compared with the Halpin–Tsai 
model prediction. For the infinitely long and covalently 
grafted CNT-reinforced nanocomposites, a clear withness 
of the discrepancy between MD simulation and Halpin–Tsai 
model prediction could be confirmed: the interface between 
pristine CNT and engineering polymer is weak, as shown in 
the transverse tension [Fig. 2(e)] and longitudinal shearing 
[Fig. 2(f)]. Before the intrinsic weak interface was confirmed 
from MD simulations [14], equivalent constitutive models 
for the nanocomposites were mostly focused on the descrip-
tion of the interphase zone with a perfect interface condition.

In addition to the stress–strain behavior and elastic 
moduli, research on revealing the abnormal structural con-
formation of matrix molecules around nanoparticles was 
performed through the density distribution and orientation 
order functions. Linear polymers such as PE tend to form 
entropy-driven self-assembly around CNTs and graphene. 
The density and crystallinity of the self-assembled zone are 
characterized by the radial density distribution and orienta-
tion order parameter SZ(r) = 0.5

[

3
⟨

cos2 (�)
⟩

− 1
]

 , where � is 
the angle between the reference axis such as the longitudinal 
direction of CNT and the vector defined to represent the 
direction of the small segment in the backbone, and r is the 
distance from the center of CNT in a unit cell to the centroid 

Fig. 1  Spatial and temporal scale of reactive, classical, and coarse-grained molecular dynamics simulations for condensed matter
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of the segment. As the backbone in the polymer becomes 
parallel to the axis of CNT, Sz(r) increases. As shown in 
Fig. 3(a), both the radial density distribution and orientation 
order show periodically developed peaks around the CNT. 
The coincident peaks in Fig. 3(a) indicate that the interphase 
zone is highly densified than other matrix zones as well as 
aligned to the axial direction of CNTs. The radial density 
distribution of inorganic spherical particulate nanocompos-
ites also shows a similar primary peak in the vicinity of the 
nanoparticles [7, 8]. Since the surface functionalization of 
nanoparticles readily influences the adhesion characteristics 
at the interface, the density of the interphase zone varies 
with the type of functional units or covalent grafting.

For inorganic nanoparticulate composites, the characteri-
zation of the interphase zone and the associated particle size-
dependent properties were more attracting issues than the 
intrinsically weak interface in nanocarbon-based nanocom-
posites. As the size of the embedded nanoparticle becomes 
less than the radius of gyration of polymers in the matrix, the 
interphase zone becomes a critical factor. For instance, the 
elastic modulus and coefficient of thermal expansion (CTE) 
of nanocomposites embedding smaller nanoparticles show a 
better reinforcing effect than those with larger nanoparticles 

[7, 37, 42–45]. The size-dependent improvement in nanopar-
ticulate composites can be simply elucidated by the relative 
volume fraction of the interphase zone according to the par-
ticle radius and superior properties of the interphase zone. In 
the thermal transport problem, however, the interface zone 
attracted more attention due to the phonon scattering and 
reflection at the interface. The phonon is a continuous flux 
of the vibrational motion of atoms in molecules; thus, pho-
non transfer through primary bonds is more efficient than 
through secondary bonds. Unless the interface is properly 
grafted or the surface of the particle is functionalized, finite 
thermal resistance always exists at the interface. Since the 
interface zone can be regarded as an additional phase with 
finite conductivity, the effect of the thermal resistance shows 
filler size dependency. Owing to the rivaling effect of the 
interphase and thermal resistance, the effective thermal 
conductivity of epoxy reinforced with silicon carbide (SiC) 
showed a critical particle radius to maximize the size effect 
of SiC nanoparticles [43]. Below the critical radius, the ther-
mal conductivity of the composites could be even less than 
that of neat epoxy matrix.

While most early-time AACMD simulations considered 
defect-free nanofillers or designed surface functionalization, 

Fig. 2  Representative molecular unit cell modeling and mechanical 
behavior of SWNT/polymer nanocomposites. a Front view of capped 
SWNT in PE matrix b Temperature-dependent stress–strain curve of 
SWNT/PE nanocomposites under longitudinal tension c Comparison 
of the longitudinal Young’s modulus of nanocomposites determined 

from MD simulation and Halpin–Tsai model [6] [Copyright (2008) 
American Chemical Society] and d Front-view of infinitely long CNT 
covalently grafted to PET matrix e Transverse strain-transverse stress 
curve f Longitudinal shear stress-shear stress curve [29] [Copyright 
(2022) Elsevier]
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recent studies after the 2010s consider the inevitable and 
practical structural factors. For instance, CNTs in poly-
mers are not defect-free. For inorganic nanoparticles such 
as silica, however, point defects are not an important fac-
tor since dislocation under mechanical behavior is difficult. 
For tubular structures or hexagonal nanosheets such as gra-
phene, alteration of the electronic structure results in sig-
nificant degradation [46]. For instance, the elastic stiffness 
of graphene is largely degraded by epoxide and hydroxyl 

functionalization, as shown in Table 1 [47]. In this respect, 
surface functionalization of the CNTs naturally bears hybrid-
ization of sp2 structure in the sidewall. According to the 
micromechanics of composites, the degradation of nanocar-
bon results in the degradation of nanocomposite properties.

However, an interesting study on the positive aspect of 
the crystallographic defects in CNTs on elastic moduli of 
nanocomposites was reported by classical MD simulation. 
According to the transversely isotropic elastic modulus of 

Fig. 3  a Orientation order parameter and radial density distribution 
of alkane molecules around (5,5) CNTs at various time during NVT 
ensemble simulation at 300  K for 7  ns b Change of alkane confor-
mation at t = 0, t = 200  ps, and t = 300  ps (from left to right) [40] 

[Copyright (2007) American Physical Society] c Self-assembly and 
crystallization of random-coiled alkane molecules during the NVT 
ensemble simulation at 500 K [41] [Copyright (2011) Royal Society 
of Chemistry]
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nanocomposite unit cells reinforced by pristine and Thrower-
Stone–Wales (TSW)-defected CNTs [48], the longitudinal 
elastic modulus of infinitely long CNT-reinforced nanocom-
posites decreases as the defect density in CNTs increases, as 
shown in Fig. 4(a–b). On the contrary, the transverse Young’s 
modulus where the interfacial load transfer between CNTs 
and polymer matrix plays an important role increases even 
if the elasticity of the CNTs is degraded by the TSW defect 
as shown in Fig. 4(c). According to the CNT pull-out test 
embedding void, TSW defect and adatom defects using the 
PCFF force field, improved adhesion energy between the 
TSW-defected CNTs and polymer resulted in increased inter-
facial shear strength, as depicted in Fig. 4(d–e). For the TSW 
defect, however, the PCFF force field does not distinguish 
the carbon atoms in hexagon, pentagon, and heptagon since 
the TSW defect can sustain  sp2 hybridization. Therefore, a 
mechanism other than the adhesion was required to establish 
the structure–property relationship for the defect engineering 
of nanocomposites.

From AACMD simulation on TSW-defected and oxygen-
functionalized graphene-polymer nanocomposites, the role of 
the surface roughness of graphene induced by the defect was 
studied in detail [47, 50, 51]. As shown in Table 2, the surface 
roughness of graphene increases by oxidation and TSW defect. 
To correlate the surface roughness and the interfacial shear 
load transfer, the evolution of shear stress in graphene and 
polymer matrix was analyzed in detail. As shown in Fig. 4(f), 
the shear stress in pristine graphene does not increase as the 
nanocomposite unit cell is sheared. On the contrary, the shear 
stress in hydroxyl-functionalized graphene and its surround-
ing matrix prominently increases and suddenly drops at the 
same strain applied to the nanocomposites. The results shown 
in Fig. 4(f–g) confirm the possibility of defect engineering 
that understanding and controlling the intrinsic defects can be 
better solutions than removing the defects to achieve a better 
reinforcing effect.

Coarse‑Grained MD Simulation

The AACMD simulations applied to the polymer nano-
composites are limited to below hundreds of nanoseconds 
and nanometer scale simulations of periodic representative 
unit cell structures. However, several important proper-
ties of nanocomposites are attributable to the microscale 
structures and microseconds of time evolution, which are 
inaccessible by AACMD. To resolve the limitations and 
explore time-dependent behaviors such as viscoelastic-
ity and rheology, poly-dispersed microstructural events 
such as particle agglomeration, and thermodynamics 
description of equilibrium such as phase dissolution and 
separation of complexes, CGMD simulations have been 
attempted. Until now, most of the above-mentioned time-
consuming behaviors or large-scale events have been stud-
ied through a direct hierarchical scale bridging of AACMD 
simulations and continuum micromechanics.

In early-time CGMD studies, the motion of beads repre-
senting a group of atoms in the system was described using 
harmonic potential or stiff finite extensible nonlinear elas-
tic potential (FENE) with LJ reduced units for energy coef-
ficients. For the nanocomposites, embedded nanoparticles 
are represented by simple beads, and their interactions are 
described using LJ-type truncated and shifted potentials 
[20, 52–55]. The reduced parameter-based CGMD simu-
lation was useful to understand the structure-to-property 
relationship of poly-dispersed nanocomposites unit cell 
structures. For instance, parametric studies on the effect of 
nanoparticle-polymer interaction strength, particle graft-
ing to the polymer, particle agglomeration, and filler vol-
ume fractions on the mechanical behavior of filled poly-
mers could be performed with ease for optimum design of 
composition and microstructures.

Table 1  Elastic constants of 
graphene with various epoxide 
and hydroxyl groups [GPa] [47] 
[Copyright (2021) Elsevier]

C22 C23 C33 C32 EL C44(= GT)

Pristine 1373 557 1360 565 1047 314
5 Epoxied 1176 362 1151 390 993 252
10 Epoxied 1002 147 875 221 944 196
15 Epoxied 937 141 818 189 887 204
5 Hydroxyl 1177 404 1200 385 1023 264
10 Hydroxyl 1127 310 1076 345 1006 274
15 Hydroxyl 956 186 904 181 964 222
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Despite the advantages of applying CGMD simulations, 
there are certain limitations to taking full advantage of 
coarse-graining the polymer backbone to improve the com-
putational efficiency. A group of atoms is mapped into a 
bead or superatom to represent the whole polymer matrix 
and inclusions using reduced degrees of freedom in CGMD. 
Therefore, a proper description of the interactions between 
the beads is critical to reproducing the structural conforma-
tions and predicting the target properties with accuracy in 
comparison with the AACMD. The parameterization of the 

Fig. 4  a Transversely isotropic periodic unit cell of TSW defected PP 
nanocomposites b Longitudinal Young’s modulus of nanocomposites 
c Transverse Young’s modulus of nanocomposites [48] [Copyright 
(2013) Elsevier] d Adhesion energy between defected CNT and PP 
matrix e Interfacial shear strength between TSW defected CNT and 

PP matrix [49] [Copyright (2015) Elsevier] f Transversely isotropic 
periodic unit cell of graphene/PET nanocomposites e Shear stress in 
graphene and PET matrix during longitudinal shearing of nanocom-
posites model [51] [Copyright (2022) Elsevier]

Table 2  Arithmetic average roughness of graphenes [51] [Copyright 
(2022) Elsevier]

System Roughness (Å) Maximum 
displacement 
(Å)

Pristine graphene 0.41 1.32
Hydroxylated graphene 0.62 3.46
TSW defected graphene 0.74 2.09
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CG potential is dependent on several state- and material-
based parameters such as the type of polymers and inclu-
sions, properties to be determined, and temperatures. Recent 
efforts in the parameterization of CG potentials have been 
aimed at reproducing the thermomechanical properties of 
nanocomposites with accuracy.

The most representative parameterization method for real 
unit CGMD simulation is the Boltzmann Inversion (BI) and 
Iterative Boltzmann Inversion (IBI). The BI method starts 
from the definition of CG bead and matches the conforma-
tional distribution of CG and AA model to construct bonded 
parameters. For instance, the AA model of a shape memory 
copolymer consisting of 4,4ʹ-diphenylmethane diisocyanate 
(MDI) and polyethylene oxide (PEO) can be represented 
by three beads, as shown in Fig. 5(a) [56]. Then, the bond 
length and bending angle defined in the CG model are 
chosen as a state in the Boltzmann distribution, and their 
distributions obtained from the current CG configuration 
are fitted into a simple harmonic or Gaussian distribution. 
For instance, the AA model of a shape memory copolymer 
consisting of 4,4ʹ-diphenylmethane diisocyanate (MDI) and 
polyethylene oxide (PEO) can be represented by three beads, 
as shown in Fig. 5(a) [56]. Since the distribution of bond 
length and bending angle has multiple minima or arbitrary 
distribution, a multi-centered Gaussian distribution is occa-
sionally used. Using Gaussian fitting, the bond-stretch and 
angle-bending potential parameters of beads A, B, and C 
are derived from BI method. Depending on the correlation 
between the MD data and Gaussian fitting in Fig. 5(c) and 
(d), additional iterations are used in the IBI method.

Once the bonded parameters are prepared, non-bonded 
CG parameters are derived. The radial distribution func-
tion (RDF) is defined as the probability of the system in 
Boltzmann distribution, and the IBI method is adopted for 
the parameterization. The solution process starts from the 
target RDF of the CG unit cell just mapped from the AA 
unit cell. Then, the first non-bond potential energy is deter-
mined from the first BI followed by the implementation of 
the first CGMD simulations. The RDF of the CG unit cell 
after its first implementation does not match the target RDF; 
thus, energy correction is defined using the target and first 
RDF. To evaluate the RDF matching, the target function 
is also defined to decide whether the iteration is continued 
or not. The non-bond potential energy is updated by add-
ing the energy correction to the first energy, and the second 
round IB is implemented. After the convergence, the non-
bond energy is finally corrected to accurately reproduce the 

density of the reference AA unit cell. The IB and IBI meth-
ods are focused on the matching of structural distributions 
of bond length, angle, and RDF; thus, it is not clear whether 
the bonded and non-bonded CG potential models can accu-
rately reproduce the other thermomechanical properties of 
the original AA model [57, 58].

Against the intrinsic limitations of IBI, recent studies are 
providing additional parameter tuning processes of non-
bonded potentials to reproduce stress–strain curves, ther-
mal expansion coefficients, and glass transition tempera-
tures [59]. For instance, the pressure correction process at 
a single temperature used in RDF-trained non-bonded CG 
potential does not guarantee the temperature transferability 
of the system density, as shown in Fig. 6(b). To decrease 
the difference between the CG model prediction and AA 
model reference density in a wide range of temperatures, 
the non-bonded energy coefficients � and � define the equi-
librium distance between the beads and energy wall depth, 
respectively, according to the quadratic polynomial function 
� = aT2 + bT + c , where T is the temperature of the system. 
For the CG model of linear polystyrene shown in Fig. 6(a), 
such a temperature-dependent definition of the non-bonded 
energy could guarantee the temperature transferability in 
elastic modulus, as shown in Fig. 6(b). However, the temper-
ature-dependent pressure correction results in discrepancies 
in RDF [59]. For more complicated polymers such as cross-
linked epoxy, the non-bonded CG potential parameters are 
expressed in terms of the temperature as well as the degree 
of cross-linking (DOC). For the parameterization, advanced 
optimization such as artificial neural network (ANN)-
assisted particle swarm optimization (PSO) is used to deter-
mine robust non-bonded potential parameters available at 
different temperatures and DOC, as shown in Fig. 6(c). For 
the machine-learning-assisted CG modeling, the temperature 
transferability at varying DOC in elastic modulus of cross-
linked epoxy could be guaranteed, as shown in Fig. 6(d). To 
increase the versatility of the CG potential, however, addi-
tional thermoelastic properties should be obtained through 
AA models or experiments. Moreover, despite the effect of 
bonded potential in the mechanical behavior of linear as well 
as crosslinked polymers, only the non-bonded parameters 
have been continuously tackled and re-parameterized to fit 
the given AA simulation or experimental data.

The CGMD has been effectively used to study the time-
dependent behavior of polymers and polymer nanocompos-
ites such as creep [60], viscoelastic moduli [61, 62], inter-
facial damping, and energy dissipation under cyclic loading 
conditions [62, 63]. For the graphene-PMMA nanocompos-
ites, the CG mapping could be constructed for both phases, 
as shown in Fig. 7(a). The CG parameters for graphene 
were determined by the strain energy matching technique, 
whereas the bonded and non-bonded parameters for the 
PMMA matrix were determined by the IB method. For the 

Fig. 5  a Mapping of AA model to super atoms b AA model and 
equivalent CG model for conformational matching c Bond length dis-
tribution and corresponding potential energy curve d Bending angle 
distribution and corresponding potential energy curve e RDF of AA 
and CG model [56] [Copyright (2021) Elsevier]

◂
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transversely isotropic CG unit cell where finite three-layer 
graphite is embedded, a small amplitude oscillatory shear 
(SAOS) was imposed to study the mechanical and viscoe-
lastic behavior of nanocomposites, as shown in Fig. 7(b). To 
account for the waviness of the embedded graphene layers, 
the geometry of the curved surface of graphene is described 
by a sinusoidal function z = h sin (2�x∕l) , where h is the 
amplitude of the wavy graphene, and l is the wavelength of 
the graphene embedded in the PMMA matrix, as shown in 
Fig. 7(b).

When the nanocomposite was exposed to the SAOS 
deformation, the sinusoidal strain resulted in a sinusoidal 
evolution of the internal shear stress � = �

0
sin (�t + �) 

with a finite phase lag of δ, as shown in Fig. 7(d). Thus, the 

storage modulus G’ and loss modulus G’’ of the nanocom-
posites can be calculated. From the phase lag, the loss tan-
gent tan(δ) describing the material’s damping characteristics 
can also be determined according to the frequency of SAOS. 
The dynamic moduli of graphene/PMMA nanocomposites 
are arranged in Table 3 according to the waviness of the 
embedded graphene. Compared with pure PMMA, all the 
nanocomposite unit cells show improved tan(δ), indicating 
that the embedded graphene increases the interfacial fric-
tion loss, thus improving the damping characteristics. Com-
pared with flat graphene, wavy graphene shows better energy 
dissipation capability with a bit larger tan(δ). Specifically, 
when l = 20 nm, the nanocomposites show remarkably high 
energy dissipation performance in comparison with other 

Fig. 6  a Mapping of polystyrene AA model to beads b Compari-
son of CG and AA density (left) and Young’s modulus (right) after 
temperature-dependent density correction [59] [Copyright (2015) 
America Chemical Society]. c Schematic view of CG model parame-

terization for epoxy combining IBI and ANN-assisted particle swarm 
method d Temperature transferability of the elastic moduli obtained 
from CGMD in comparison with AA simulation result with varying 
DOC [58] [Copyright (2019) Elsevier]
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wavy graphene forms. Thus, the CGMD simulation study of 
wavy graphene-reinforced nanocomposites can be useful for 
the design of damping performance at a specific frequency 
of SAOS. To obtain frequency-dependent damping charac-
teristics, the SAOS requires a much longer time for calcu-
lating the phase lag between the applied strain and resultant 
stress. CGMD can provide useful time-dependent parametric 
studies, which were not accessible in AA simulations, in a 
wide timespan.

Reactive MD Simulation

Both AACMD and CGMD have enabled the prediction of 
various material properties of nanocomposites and struc-
ture–property relationships. Nonetheless, the gap between 

quantum mechanics simulation and AACMD simulation 
exists, and the applicability of AACMD is diminishing. For 
instance, no matter how high the temperature of the polymer 
unit cell is set, the backbones of polymer chains in the unit 
cell remain connected. Therefore, the response of the poly-
mer at an elevated temperature is always disentanglement of 
individual chains in diffusion, and the thermal decomposi-
tion of polymers is not described. Moreover, classical poten-
tial simulations of copper nanoparticles in a water bath do 
not predict the dissociation of water followed by oxidation of 
copper atoms and desorption into the solvent. To materialize 
the reactive event from in silico simulations, quantum–clas-
sical molecular dynamics (QCMD) simulations based on 
density functional tight-binding (DFTB) simulations have 
been developed [64]. However, QCMD still limits the avail-
able system size and time scale to less than a thousand atoms 

Fig. 7  a Mapping of PMMA and graphene AA model to beads b 
Nanocomposite unit cell loaded with straing (left) and wavy (right) 
graphene c SAOS simulation of nanocomposites d Represenative 

stress–strain relationship of nanocomposites during SAOS [62] [Cop-
yright (2021) Elsevier]

Table 3  Dynamic moduli of 
nanocomposites reinforced 
by wrinkled bilayer graphene 
sheets and bulk PMMA [62]  
(Copyright 2021 Elsevier)

Flat l = 40 nm l = 20 nm l = 10 nm l = 8 nm PMMA

G’ (MPa) 1097.3 1095.4 507.7 1132.7 1109.3 1311.2
G’’ (MPa) 303.3 305.0 523.4 294.8 308.9 236.6
tan(�) 0.276 0.279 1.031 0.260 0.279 0.181
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and several picoseconds, respectively. For hydrocarbon sys-
tems, reactive bond order potential (REBO) has been suc-
cessfully applied to predict the properties of fillers such as 
graphene and polymers such as PE [65]. The REBO poten-
tial was not parameterized for various atoms and is limited 
to carbon, hydrogen, and oxygen.

Between the computational accuracy of ab initio simula-
tion and the cost-effectiveness of classical MD simulation, 
reaxFF-based RMD simulation has been widely applied as 
a representative RMD simulation. As opposed to QCMD, 
reaxFF does not describe the electronic structure using DFT; 
however, it assumes that the bond order between paired 

Fig. 8  a Interatomic distance-dependent bond order change of car-
bon–carbon bond and b Variation of bonding energy [24] [Copyright 
(2019) American Chemical Society]. c Comparison between DFT 

and ReaxFF for PAN related chemistry [66] [Copyright (2019) Amer-
ican Chemical Society]
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atoms can be determined from the interatomic distance, as 
shown in Fig. 8(a) [24]. For instance, carbon–carbon pair 
can form a triple bond; thus, it can have a maximum bond 
order of three. As the interatomic distance between two car-
bons increases above 1.2 Å, the pi-pi bond diminishes, the 
bond order reduces, and a double bond is formed from the 
triple bond. Similarly, the double bond becomes a single 
bond above 1.75 Å and fully dissociates above 2.5 Å. The 
reaxFF parameterization is based on the DFT calculation, 
and each valence potential parameter is trained to best fit the 
discrete energy level of chemical configurations undergoing 
chemical reactions according to the reaction coordinates, as 
shown in Fig. 8(b) [66].

The most distinguishable application of the RMD simula-
tion from AACMD or CGMD simulations is the degrada-
tion involving chemistry. The degradation condition includes 
harsh service conditions such as hyperthermal bombardment 
of gaseous molecules as well as continuous exposure to 
ambient conditions with humidity and oxygen. The thermal 
decomposition problems have been a representative applica-
tion of RMD simulations using ReaxFF [67–69]. Typically, 
two pyrolytic simulations are performed in thermal decom-
position study under either aerobic or anaerobic conditions: 
a cook-off simulation of continuous heating of a periodic 
polymer unit cell and a stepwise heating simulation of the 
unit cell. The onset of thermal decomposition and evolution 
of small molecule reactants according to the system’s tem-
perature are analyzed from the cook-off simulation. Reac-
tion scanning is performed from the initial and decomposed 
molecular structures to study the reaction pathways and the 
corresponding activation energy in detail. In the stepwise 
simulation, the reaction rate constant is determined at each 
temperature from the simulation time-mass change or simu-
lation time-number of unreactive molecules relations. Then, 
the activation energy of the studied polymer is determined 
from the simulation temperature-rate constant relationship 
using the Arrhenius expressions.

While the cook-off simulation externally and intentionally 
controls the temperature of the system, hyperthermal erosion 
can mimic pyrolysis and ablation of thermoprotective polymer 
nanocomposites in space environment by setting up a more 
realistic description of the harsh environment. For instance, 
the bombardment of atomic oxygen (AO) is one of the most 
threatening sources of material degradation in low earth orbit 
(LEO) environments. To describe the AO bombardment at 
real aviation speed to the surface of thermoprotective nano-
composites, thin slab models consisting of tested polymers or 
composites and a finite vacuum for the runway of bombarding 
oxygen are prepared, as shown in Fig. 9(a) [70]. Owing to 
the temporal scale limitations, the flux of AO bombarding the 
surface of nanocomposites is faster than real AO flux in LEO. 
For the comparative study, however, the flux considered in pre-
vious studies enables steady-state temperature evolution and 

profile, description of small molecule reactants, and surface 
recession. The representative snapshots of the nanocompos-
ites loaded with polyhedral oligomeric silsesquioxane (POSS) 
cage, graphene, and CNTs before and after bombarding 175 
AO particles are shown in Fig. 9(b) [71]. As the bombardment 
continues, the surfaces of polyimide (PI) and nanocomposites 
are eroded, and reactants are desorbed from the surface. Owing 
to the desorption of reactants, the mass of the original systems 
decreases, as shown in Fig. 9(c). By embedding POSS, gra-
phene, and CNTs, the surface recession could be effectively 
mitigated. From the mass loss and the fluence of AO, the ero-
sion yields of the tested materials could be determined; the 
comparison is shown in Fig. 9(d). Compared with reals Mate-
rials International Space Station Experiment (MISSE) results, 
one order of difference is observed. Nonetheless, the damage 
mitigation efficacy could be efficiently compared with each 
other from the ReaxFF RMD simulations.

Another important and unique application of RMD simu-
lation is the environmental aging of polymer and nanocom-
posites. In hygroscopic and chemical aging, the interaction 
between water molecules and matrix polymer and oxida-
tive decomposition of the matrix are important chemistries 
resulting in the degradation of the matrix polymer in com-
posites [72, 73]. While the AACMD simulation study on 
hygrothermal aging described plasticization and swelling-
related degradation, the ReaxFF simulation can further 
describe the hydrolysis in epoxy resin. Figure 10(a) shows 
the MD models of cross-linked epoxy-amine network unit 
cells with different water contents. Applying the accelerated 
bond boosting method, the hydrolysis process of diglycidyl 
ether bisphenol A (Bis A)-aromatic amine (DETDA) system 
including the transition state could be successfully described 
[Fig. 10(b)]. As the hydrolysis proceeds, an increasing num-
ber of water molecules are consumed for the reaction; thus, 
the number of water molecules in the system decreases as 
shown in Fig. 10(c). A well-known mechanical degrada-
tion of epoxy in hygroscopic aging is plasticization: water 
contents in epoxy weakens the intermolecular interaction 
between atoms. According to the ReaxFF simulation, the 
hydrolysis of the cross-linked network acts as an additional 
mechanical degradation mechanism. The resultant degrada-
tion of Young’s modulus of the Bis A-DETDA system is 
depicted in Fig. 10(d). The ReaxFF simulation can provide 
a variety of mechanisms that classical MD simulations have 
not been able to describe and enables an in-depth under-
standing of the environmental aging of composites.

Concluding Remark and Perspective

In this semi-review, applications of all-atom, coarse-grained, 
and reactive molecular dynamics simulations for nano-
composites were intensively retraced over the last 20 years. 
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Undoubtedly, AACMD has successfully contributed to lay-
ing the groundwork for establishing the solid theoretical 
background and structure–property relationship to design 

multifunctionality. Interface/interphase characterization is still 
mainstream in the multiscale modeling of nanocomposites. 
Academically, the interface/interphase of nanocomposites has 

Fig. 9  a Preparation of the AO bombardment simulation model of 
3,3,3-trifluoropropyl POSS [70] (Copyright (2015) American Chemi-
cal Society) b Representative initial and final snapshots of the PI sys-
tem after bombarding 50 AO particles. Right: Loaded with 30 grafted 
POSS nanoparticles, Middle: 15 randomly dispersed graphene flakes. 

Left: randomly dispersed short SWNTs c Time evolution of the nor-
malized mass loss of PI systems loaded with POSS, graphene, and 
CNTs d Average erosion yield at different AO exposures obtained 
from ReaxFF simulation [71] [Copyright (2017) American Chemical 
Society]
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Fig. 10  a Cross-lined epoxy periodic unit cell models containing dif-
ferent water contents to study hygroscopic aging (b) and epoxy (c). 
The number of water molecules consumed during the hydrolysis reac-

tion of expoy-amine thermosetes d Degradation of the elastic modu-
lus of Bis A-DETDA epoxy with varying water content [72] [Copy-
right (2022) American Chemical Society]
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led to the re-examination of mean field micromechanics as a 
supporting research field. After the solid foundation of in silico 
simulations accomplished by early-time AACMD, challenges 
to a more practical and realistic description of the physical 
behavior of nanocomposites have led to two main streams of 
CGMD and RMD. CGMD has broadened the temporal and 
spatial scale of nanocomposite simulations to the micron and 
submicron levels. Efforts to obtain robust and reliable CG 
potential parameters are still under progress in computational 
laboratories to take full advantage of decreasing the degree 
of freedom in handling various polymer matrices and fillers. 
Meanwhile, the discovery of unknown phenomena and proper-
ties lying between quantum mechanics and classical simula-
tions and new strategies to handle material behavior in digital 
twin are being continuously attempted.

More than 40 years of development and knowledge of 
in silico simulation have now standardized the algorithms, 
numerical recipes, and tricks for the MD simulations. Even-
tually, both CGMD and RMD are commonly used to develop 
robust and versatile potential parameters and their validations. 
Unfortunately, the parameterization of new potential models 
does not reproduce all the thermoelastic properties due to the 
state-dependent nature of the ensemble simulations. Never-
theless, some ReaxFF parameters are retrained to improve 
the accuracy in describing certain special reactions between 
atoms. Moreover, it is questionable whether temperature trans-
ferable CG potentials can guarantee strain rate transferability 
in describing the mechanical behavior of nanocomposites. 
Therefore, the future direction of MD potential parameteriza-
tion will rely on the size of the materials’ property database. 
The recent parameterization process of interatomic potential 
boosted by machine learning (ML) is a leading breakthrough. 
To support the ML-assisted parameterization, however, a sys-
tematic gathering of materials’ properties, construction of an 
integrated materials’ database, and open access to the database 
should be encouraged systematically.
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