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Abstract
This work presents a multi-scale modelling framework for thermo-mechanical behaviour of Compacted Graphite Iron cast 
iron. A general thermo-elasto-visco-plastic model is developed to describe the matrix (pearlite) behavior under thermo-
mechanical cyclic loading, for which the parameters are identified from tests on pearlitic steel. The pearlite model takes into 
account the temperature dependent rate-dependency and kinematic hardening. The importance of properly accounting for 
the graphite anisotropy is emphasised, for which a numerical procedure for estimating the local anisotropy directions from 
the graphite particle geometry and experimental observations is proposed. A high quality conforming finite element mesh 
is generated on a representative volume element using discrete voxelized microstructural data in combination with signed 
distance functions from the interfaces. For fully constraint thermal cyclic loading conditions with different holding times, 
the capabilities of the developed multi-scale model are demonstrated at both scales: the macroscale, where the simulation 
results are in very good agreement with the experimental data, and the microscale, providing the evolution of local fields.

Keywords  Thermo-mechanical cyclic loading · Cast iron · Thermo-elasto-visco-plastic material model · Pearlite model · 
Graphite anisotropy · Mesh generation

Introduction

Many components subjected to thermo-mechanical loads are 
made from cast iron. Examples include engine components 
such as the cylinder head, block and exhaust manifold, where 
the lifetime due to severe cyclic thermo-mechanical loads is 
a matter of concern for design and maintenance.

Cast iron is categorized as a ferrous alloy, which has 
a carbon content higher than 2.14% in weight. The high 
carbon content in the alloy, as well as the presence of sili-
con, lead to graphite dissolution and formation of graphite 
particles. Different graphite inclusion topologies provide 
different mechanical and thermal properties to cast iron. 
Based on the graphite shape, cast iron can be classified in 
three types [1–3]. Flake, or lamellar, graphite iron (FGI), 
also known as grey iron, has high thermal conductivity and 
low strength, whereas ductile, or spheroidal, graphite iron 
(SGI), on the contrary, has low thermal conductivity and 

higher strength. The need for materials with a more optimal 
property combination, has led to the development of another 
type, compacted graphite iron (CGI), which has intermediate 
characteristics between SGI and FGI regarding strength and 
thermal conductivity. This favorable combination of thermal 
and mechanical properties has made CGI an ideal candi-
date for application in engine and other thermally loaded 
components.

For thermo-mechanical analysis of cast iron, recently, 
several phenomenological models have been developed, 
e.g., [4–7]. Despite being computationally rather efficient, 
the disadvantage of these models is that they can not include 
the essential influence of microstructural features on the cast 
iron behaviour, entailing many parameters to be identified, 
requiring a lot of experimental data.

Multi-scale modeling of cast iron can provides, novel 
insights into the underlying micro-scale mechanisms, which 
are inaccessible in macro-scale phenomenological modeling. 
Accordingly, attention towards modeling cast irons at the 
micro-scale has increased recently. Most of these models 
were implemented in 2D [8, 9] and are unable to give a com-
prehensive insight into the behaviour of the material with 
its intrinsic 3D microstructure. In other studies, an ideal-
ized 3D unit cell was constructed for the analysis of specific 
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cases, e.g., SGI [10] or FGI [11]. However, for complex 
cases, in which the material morphology does not obey a 
generic pattern, such as in CGI, such an idealized unit cell 
is not representative. In [12], X-Ray tomography was used to 
examine the size, shape and spatial connectivity of graphite 
particles in high-strength CGI. A coral-tree-like morphol-
ogy was revealed beneath the outer surface of the examined 
sample indicating the necessity for the development of 3D 
models, instead of 2D. In [13], 3D finite element models for 
SGI, FGI, CGI were constructed by interpolation between 
2D X-ray tomography images. For the matrix behavior, a 
rate-independent Johnson-Cook model was used and graph-
ite was modelled as an isotropic elastic material. The model 
was not examined under thermo-mechanical loading condi-
tions; an experimental comparison for model validation was 
also not presented.

Given the wide-spread application of cast iron in severe 
thermo-mechanical loading conditions, an adequate multi-
scale model should contain the following ingredients, which 
will be addressed in this paper, representing the major novel 
contributions of this work:

•	 A 3D representative volume element (RVE) which cap-
tures the real 3D microstructure;

•	 Proper constitutive models for both the matrix and ani-
sotropic inclusions;

•	 Applicable to thermo-mechanical cyclic loading condi-
tions.

With respect to the RVE generation, two prevailing 
approaches can be identified in the literature. One approach 
is based on synthetic statistics-based algorithms and another 
on direct digitalization of experimental data. The short-
coming of the first method is that it is usually applicable 
to simple geometries only, e.g., materials with spheroidal 
or ellipsoidal shape inclusions [14]. Examples of statisti-
cally generated RVEs for more complex, 3D interconnected, 
microstructures can be found in [15, 16]. However, these 
synthetic statistical descriptions have so far only been tested 
for the prediction of linear macroscopic effective properties, 
which can be obtained as closed form expressions depending 
on statistical parameters describing geometerical character-
istics. Exploitation of these methods in non-linear or local-
ized (e.g., damage) regimes is yet to be investigated. The 
second approach, i.e., RVE construction based on experi-
mental scans, gives a more precise geometrical description 
of microstructures. However, it needs dedicated tools to 
make the experimental data suitable for numerical analy-
sis. To this aim, for complex geometries, a level-set based 
method was introduced in [17], which has no restrictions 
with respect to the inclusion shapes, allowing for an implicit 
mathematical description of the interfaces between micro-
structural constituents. This mathematical description of the 

geometry can be used as an input to mesh generation soft-
ware. To generate a high-quality finite element mesh suit-
able for efficient nonlinear analysis, in [18, 19] ad-hoc and 
force-based methods were used for constructing tetrahedral 
meshes. In the present work, this approach will be applied 
to a CGI microstructure, to the authors’ best knowledge for 
the first time.

Another essential ingredient in setting up the multi-scale 
analysis of cast iron is the need for appropriate time and tem-
perature-dependent models for the microstructure constitu-
ents, i.e. the matrix and the graphite. The matrix in cast iron 
can be ferritic or pearlitic, or a mixture of the two phases. 
In this work, focus will be put on a pearlitic matrix, often 
present in CGI cast iron for thermo-mechanical applications. 
In the literature, several fine scale models for pearlite have 
been presented, explicitly taking into account the lamel-
lar ferrite-cementite substructure of pearlite colonies, e.g., 
[20–22], however, restricted to isothermal, rate-independent 
conditions. Another class of pearlite models, disregarding 
the fine scale structure and treating pearlite as a homogene-
ous phase have also been proposed for rate-independent [23] 
or rate-dependent conditions, representative for machining 
and tooling applications [20, 24].

Only a few studies have so far been devoted to modeling 
the cyclic, time- and temperature-dependent behavior of 
pearlitic steels [25, 26]. In [25], a model is presented to 
describe temperature-dependent creep and stress relaxation 
of pearlitic steels at finite strains. It, however, cannot prop-
erly describe the cyclic behavior since it includes isotropic 
hardening only, which does not account for the presence 
of back-stress effects emerging from the ferrite-cementite 
deformation incompatibilities in pearlite [20]. The model 
presented in [26] takes into account temperature effects and 
kinematic hardening, however, time-dependent effects are 
not addressed. Motivated by the literature, a new model 
will be presented here to describe the cyclic, thermal and 
time-dependent (i.e. creep and stress relaxation) behavior 
of pearlite. Although the model is developed and identified 
specifically for pearlite, it is general and can be applied to 
other metals.

Graphite has a hexagonal crystalline layered structure. 
The bonding between these layers (basal planes) is weak 
due to the van der Waals forces, while within the basal 
planes a strong covalent bonding is present. This layered 
structure gives graphite a pronounced anisotropy in its ther-
mal, mechanical and other physical properties. Despite this 
fact, graphite has often been modelled as an isotropic phase 
in cast iron [27–29]. Although this might seem acceptable 
for nodular graphite, a large ambiguity exists with respect 
to its isotropic material constants, revealing a large spread 
between the upper and lower bounds [30], even including 
higher order corrections [31]. To our best knowledge, there 
are only a few papers where the anisotropic behavior of 
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graphite in cast iron is addressed. The graphite anisotropy 
description for nodular graphite, where the arrangement of 
graphite crystallites in a nodule is well understood, has been 
investigated in [32]. The structure of the irregular shaped 
graphite flakes in FGI, and especially in CGI, is much less 
understood. Pina et al. [11, 33] have modelled the anisot-
ropy of flake graphite particles by assuming that the lamellar 
graphites grow parallel to basal direction. However, only a 
single anisotropy direction was assigned to the whole parti-
cle; this method thus cannot be applied to complex shaped 
particles with ambiguous growth directions. In this work, a 
systematic way of describing the local particle orientation 
based on geometrical features, along with the assignment of 
its local anisotropy directions, will be presented.

In this paper, a multi-scale model for CGI cast iron under 
thermo-mechanical loading conditions is presented. A general 
thermo-elastic-visco-plastic model for pearlite is developed 
in “Thermo-Elastic-Visco-Plastic Model for Pearlite” section. 
The pearlite model is aimed to capture the differences in rate-
dependency at low and high temperatures, typical of pearlite. 
In order to include the cyclic effects, kinematic hardening 
is introduced through a multi-component Armstrong-Fredrik 
type back-stress. The model parameters are identified from 
experimental data for a pearlitic steel. In “Graphite Mode-
ling” section, the graphite anisotropy description of complex 
shaped particles is presented, which is based on the geometri-
cal features of a graphite particle in combination with experi-
mental evidence from the literature on the graphite crystal-
line a signed structure. Next, in “RVE Finite Element Mesh 
Generation” section, the CGI microscale RVE finite element 
model is generated from actual microstructural data. To this 
aim, the geometry is described by a signed distance function, 
which is used as the input for the mesh generation tool to pro-
duce a high-quality finite element mesh. Finally, in “Results 
and Discussion” section, after assembling all the above ingre-
dients, the performance of the developed multi-scale model is 
assessed by comparison of the model predictions with experi-
mental data for cyclic thermal loading conditions with varying 
holding times. The paper ends with concluding remarks in 
“Conclusions” section.

Thermo‑Elastic‑Visco‑Plastic Model 
for Pearlite

In this section, several modelling choices will be made to 
describe specific features of pearlite in terms of its visco-plas-
tic rate and temperature dependent behaviour. As explained 
in the introduction, pearlite is a two-phase composite mate-
rial consisting of fine ferrite-cementite lamella colonies. In 
this work, however, pearlite will be considered as a homo-
geneous isotropic material, since the model developed here 
is intended to be used at a coarser scale. However, several 

features of pearlite originating from its composite nature will 
be phenomenologically included into the model, e.g., through 
the back-stress and kinematic hardening. Moreover, pearlite 
exhibits only a limited temperature sensitivity of the flow 
stress between 20◦C and 350◦C [25], see also section 2.3. In 
terms of its creep behaviour, pearlite is known to be highly 
creep-resistant at room temperatures, while it can exhibit sig-
nificant creep at elevated temperatures [25]. This is due to the 
fact that cementite provides effective barriers for dislocation 
movement at room temperature, whereas it becomes highly 
deformable at elevated temperatures (above ca. 400◦C ) [34].

Visco‑Plastic Constitutive Equation

The pearlite model is based on the multiplicative decom-
position of the total deformation gradient tensor into its 
elastic and inelastic parts, with a subsequent split of the 
inelastic part into the thermal and visco-plastic parts. The 
general outline of the modelling framework is summarized 
in Appendix A, while the modelling choices specific for 
pearlite are presented in the following.

For temperature and rate-dependent models, the evolu-
tion equation for the visco-plastic multiplier 𝛾̇vp , which pro-
vides the magnitude of visco-plastic deformation rate, see 
eq. (A.11), can be described by a Zener-Hollomon relation 
given in a general form by

where Z(Ξeq,D) is the Zener parameter, which usually takes 
into account the strain rate sensitivity, defined in terms of 
an equivalent stress measure Ξeq characterizing the current 
stress state, and the drag stress D, describing the resistance 
of the material to plastically deform under the applied stress; 
�(T) is the thermal function, typically of an Arrhenius-type. 
The idea of having a thermal function instead of thermal 
dependency of the material parameters has been initially 
proposed in [35, 36] and later adopted by many others [25, 
37–39], since this approach allows separation of the tem-
perature and rate-dependent effects in the model.

The most typical choice for the Zener function is a power-law 
form, of either Perzyna type, i.e., introducing the yield stress, 
or fully viscous, i.e., without an explicit yield stress. However, 
using a single power law allows the description of only one active 
mechanism. When different mechanisms are active, for exam-
ple a combination of dislocation climb and glide, a hyperbolic 
sine function has been suggested in the literature [37, 40], which 
behaves as a power law for lower stresses, while for high stresses 
exponential response is observed. This allows capturing the tran-
sition of the creep mechanism from diffusion-controlled disloca-
tion climb to obstacle controlled dislocation glide. For the same 
purpose, in [38] a product of the power and exponential functions 
for different stress ranges was used.

(1)𝛾̇vp = 𝜃(T)Z(Ξeq,D)
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As mentioned above, pearlite exhibits distinctly differ-
ent creep mechanisms at room and elevated temperatures, 
with a low strain rate sensitivity at room temperatures and a 
pronounced creep at elevated temperatures. To capture this 
effect, a visco-plastic model is introduced based on an addi-
tive combination of a Perzyna type model with a yield stress 
and a viscous power-law model, each with a distinct thermal 
function:

where Ξy is the yield stress at a specific temperature, < ⋅ > 
is the Macaulay bracket operator; � and �′ are the fluidity 
parameters and n and n′ are the rate sensitivity exponents. 
Through a specific choice of the thermal functions � and 
�′ and the rate sensitivity parameters, the first and second 
terms in (2) can represent both the rate-independent and 
rate-dependent behaviour for different temperature ranges.

The expressions for the thermal functions � and �′ are 
based on those proposed in [25, 41]. The thermal function 
�′ is the classical Arrhenius-type function

Since pearlite exhibits only a limited temperature sensitiv-
ity between 20◦C and 350◦C (as can also be seen from the 
experimental data in section 2.3), the thermal function � 
is selected to be constant over this range (and below this 
temperature range, for simplicity, since modelling at low 
temperatures is not intended here) [25]

(2)𝛾̇vp = 𝜃𝜂

(
< Ξeq − Ξy >

D

)n

+ 𝜃�𝜂�
(
Ξeq

D

)n�

(3)𝜃�(T) = exp (−Q∕RT) for 0 < T < Tm.

In (3) and (4), Tm and Tc are the melting temperature and a 
selected cut-off temperature, respectively, Q is the activa-
tion energy for creep and R is the universal gas constant. 
Figure 1 shows these two thermal functions for Tc = 320◦C 
and Tm = 1371◦C . Note, that the vertical axis in Fig. 1 uses a 
logarithmic scale. The specific choice of Tc = 320◦C is moti-
vated by the observation in [34], where it has been stated 
that below 300◦C the deformability of cementite is confined 
to a single slip system, while above 400◦C new slip systems 
in cementite become active. Therefore, the transition tem-
perature is expected to be in this range. In [25], 350◦C was 
used as the critical temperature for the ductility transition.

Inserting the thermal functions (3) and (4) into the evolu-
tion equation for the visco-plastic multiplier (2), allows plot-
ting its first and second term in Fig. 2, which schematically 
illustrates the difference between the resulting rate-independ-
ent and rate-dependent behavior and their temperature sensi-
tivity at a constant stress. The rate-independent term, Fig. 2a 
decays rapidly to a constant value and is essentially tempera-
ture insensitive, while the rate-dependent part, Fig. 2b, shows 
a significantly slower, temperature-dependent, decay. This is 
indeed the pearlite behaviour intended to be modelled here.

Flow Rule and Kinematic Hardening

As pointed out in [20], the presence of deformation incom-
patibilities between ferrite and cementite lamella’s induces 

(4)𝜃(T) =

{
exp

(
−Q∕RTc

)
for T ≤ Tc

exp (−Q∕RT) for Tc < T < Tm

Fig. 1   The thermal functions �(T) and ��(T) . The hatched area indicates the temperature range of interest here. Note, that the vertical axis uses a 
logarithmic scale
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internal stresses in pearlite, which results, for examples, in 
the Bauschinger effect. To take into account these effects and 
to be able to describe a cyclic behavior, a kinematic harden-
ing model with back-stress is introduced. The flow direction 
�̄ and the equivalent stress Ξeq are then defined through [42]:

and

where �s
dev is the deviator of the symmetric part of Mandel 

stress (defined in (A.7)) and � is the back-stress. For more 
details on the large deformation formulations with kinematic 
hardening, see [42, 43]. The evolution of the back-stress is 
described by the superimposed multi-component version of 
the Armstrong-Fredric model [43–46]

where

Here, Hi is the temperature independent back-stress modu-
lus, bi the dynamic recovery constant for the room tempera-
ture and Rth,i the thermal recovery term describing the ther-
mal dependency of the back-stress. At lower temperatures, 
the flow behavior of pearlite is essentially temperature inde-
pendent. The thermal recovery thus only becomes relevant at 
elevated temperatures above a certain critical temperature Tc . 
The thermal recovery function is here defined as:

(5)�̄ =
3

2

(
�s

dev − �
)

Ξeq

(6)Ξeq =

√
3

2

(
�s

dev − �
)
∶
(
�s

dev − �
)

(7)� =

n∑
i=1

� i

(8)�̇ i =
2

3
Hi�̄

vp − bi𝛾̇vp� i − Rth,i𝛾̇vp� i

Here, a parabolic dependence of the thermal function on the 
temperature is used. Other formulations can also be found in 
the literature [37, 47].

In the present model, two terms will be used for the 
multi-component model, thus n = 2 in (7). The first back-
stress term attempts to capture the initial stage of steep 
hardening in which the dislocations pile up near ferrite-
cementite interfaces. The second back-stress term describes 
the reduced hardening rate, which can be attributed to the 
dynamic recovery leading to the reduction of dislocation 
densities and emergence of shear bands in pearlite colonies 
that entails the stress relaxation [48]. For both back-stress 
components, for simplicity, the same thermal function is 
used, i.e., Rth,1 = Rth,2 = Rth.

Isotropic hardening will be neglected here, since it is 
known to be insignificant in pearlitic steels [26]. Hence, no 
evolution equation is introduced for the drag stress D.

Parameter identification

The elastic, thermal expansion and thermal function param-
eters of pearlite are listed in Table 1.

For the identification of the visco-plastic model mate-
rial parameters, the experimental data from [25] has been 
used. In [25], uniaxial tensile tests at different tempera-
tures and creep tests at 420◦C under different loads have 
been performed on a pearlitic steel with a chemical com-
position and pearlite spacing that are similar to those in 
pearlite in CGI cast iron. The experimental data from [25] 
is reproduced in Fig 3. The initial yield stress Ξy at differ-
ent temperatures has been taken directly from [25]. Next, 
the parameters for the visco-plastic multiplier evolution 

(9)Rth,i =

{
0 if 0 ≤ T < Tc
R
(1)

i
T2 + R

(2)

i
T + R

(3)

i
if T ≥ Tc

Fig. 2   A schematic comparison of the behavior of the rate-independent (a) and rate-dependent (b) parts of the visco-plastic multiplier evolution 
law (2)



124	 Multiscale Science and Engineering (2022) 4:119–136

1 3

equation (2) and kinematic hardening (8) and (9) are iden-
tified iteratively. First, n′ and �′ are taken zero, while � is 
fixed at unity, and n, D and the hardening parameters Hi 
and bi are identified from a uniaxial tensile test at room 
temperature (20◦C ). Then, the thermal recovery param-
eters R(1) , R(2) and R(3) are identified from uniaxial test 
data at different temperatures. Next, parameters n′ and �′ , 
mostly responsible for the creep response, are determined 
from the creep data for 420◦C . Finally, parameter values 
are iteratively improved to provide the simultaneous best 

match with all available experimental data. The final out-
come is shown in Fig 3. The values of all pearlite model 
material parameters are listed in Table 1.

Graphite Modeling

The graphite morphology, together with its specific crystal-
line structure, has an important influence on the mechani-
cal and physical properties of cast iron [52–55]. Graphite 

Table 1   Pearlite material 
properties Elastic parameters at different temperatures [49]:

E(20◦C) E(204◦C) E(427◦C) E(537◦C) �

207 [MPa] 186 [MPa] 155 [MPa] 134 [MPa] 0.3 [–]
Thermal expansion coefficient at different temperatures [50]:
�(0◦C − 100◦C) �(0◦C − 200◦C) �(0◦C − 300◦C) �(0◦C − 400◦C)

11.6 [ �m∕(m◦C)] 12.6 [ �m/(m◦C)] 13.3 [ �m/(m◦C)] 14.0 [ �m/(m◦C)]
Thermal functions � and �′ , eqs. (3) and (4):
Q [51] Tc Tm R
170 [kJ/mol] 320◦C 1371◦C 8.3144 [J/(mol K)]
Initial yield stress Ξy at different temperatures:
Ξy(20◦C) Ξy(350◦C) Ξy(420◦C) Ξy(500◦C)
324 [MPa] 287 [MPa] 275 [MPa] 240 [MPa]
Visco-plastic multiplier 𝛾̇vp evolution equation (2):
D � n �′ n′

2.0[MPa] 1.0 [ h−1] 18 [–] 1.5 ⋅ 10−5 [ h−1] 8 [–]
Kinematic hardening (8):
H

1
b
1

H
2

b
2

200 [GPa] 2880 [–] 24 [GPa] 44.1 [–]
Thermal recovery (9):
R(1) R(2) R(3)

0.0013 [ C−2] −1.513 [ C−1] 435.3 [–]

Fig. 3   Pearlite model identification versus experimental data for pearlitic steel. (a) Tensile tests at different temperatures. (b) Creep tests at 
420◦C . The points are the experimental data from [25], the continuous lines are the model predictions; �

u
 is the ultimate tensile stress at 420◦C
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has a layered structure, as schematically shown in Fig. 4(a). 
Each layer, known as a basal plane, called a-direction, has a 
hexagonal structure with strong covalent bonds between the 
carbon atoms. The layers are stacked upon each other in the 
so-called c-direction and connected through relatively weak 
Van Der Waals forces. This results in a profound anisotropic 
behavior of graphite along these two directions [56, 57].

Considering the graphite structure, it can be modelled as 
a transversely isotropic material, whereby the basal plane is 
the plane of isotropy and the c-axis the anisotropy direction. 
The elastic stiffness tensor � of the graphite can be given in 
matrix form with respect to the local a- and c-directions as 
[58]

Measurement of the mechanical properties of graphite is an 
extremely challenging task and requires the use of advanced 
techniques, e.g., X-ray scattering [59] and ultrasonic reso-
nance [60], which still do not always lead to the desired 
degree of accuracy. Moreover, experiments performed on 
different graphite types, i.e., hex-g graphite with a high 
degree of ordering and turbo-g graphite with random ori-
ented stacking, typically result in large differences of the 
measured mechanical and thermal properties. It has been 
shown in [57] that the out-of-plane (c-direction) shear modu-
lus has the greatest variation among different graphite types, 
being an order of magnitude higher in hex-g graphite com-
pared to turbo-g graphite. To our best knowledge, measure-
ments of the elastic properties of graphite in cast irons are 

(10)� =

⎡
⎢⎢⎢⎢⎢⎢⎣

Ea Ea1,2
Eac 0 0 0

Ea1,2
Ea Eac 0 0 0

Eac Eac Ec 0 0 0

0 0 0 (Ea − Ea1,2
)∕2 0 0

0 0 0 0 Gac 0

0 0 0 0 0 Gac

⎤⎥⎥⎥⎥⎥⎥⎦

not available in the literature. It can, however, be expected 
that the cast iron graphite will contain multiple imperfec-
tions and therefore have properties that are closer to turbo-g 
graphite. The elastic constants used in the simulations are 
summarized in Table 2. Similarly to the elastic constants, the 
coefficient of thermal expansion (CTE) of graphite also var-
ies greatly between the a- and c-directions. The values used 
here have been taken from [61] and are given in Table 3. The 
material properties of graphite are assumed to be tempera-
ture independent in the temperature range considered here, 
i.e., 20◦C − 420◦C.

Graphite is modelled as a thermo-elastic material. The mul-
tiplicative decomposition of the deformation gradient tensor 
into its elastic and thermal parts is used

The thermal deformation gradient tensor is given by

where �a and �c are the linear coefficients of thermal expan-
sion in the a- and c-directions, respectively. The stress-strain 
relation is expressed in terms of the second Piola-Kirchhoff 

(11)� = �
e.�th

(12)�
th = (1 + 𝛼aΔT)(� − c⃗⊗ c⃗) + (1 + 𝛼cΔT)c⃗⊗ c⃗

Fig. 4   Illustration of (a) graphite crystalline structure and (b) graphite layer stacking in different cast iron graphite particle morphologies (repro-
duced based on [56])

Table 2   Elastic constants of turbo-g graphite [57] used in this work

E
a

E
c

G
ac

E
a1,2

E
ac

1060[GPa] 36.5[GPa] 0.18[GPa] 180[GPa] 15[GPa]

Table 3   Linear coefficient of 
thermal expansion of graphite 
[61]

�
a

�
c

0.1 [ �m/(m◦C)] 25[�m/(m◦C)]
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stress tensor � and the elastic Green-Lagrange strain tensor 
�e = 1∕2(�eT

⋅ �e − �):

where the transversely anisotropic elasticity tensor � is given 
by (10) and 0 < 𝜔 ≤ 1 is a reduction factor which will be 
discussed in the following.

As pointed out in [32], even with the proper account for the 
graphite anisotropy, the calculated effective Young’s modulus 
of a SGI cast iron is over predicted compared to experimen-
tal values. This indicates that the graphite in cast iron is prob-
ably weaker than the stand-alone graphite samples. Indeed, 
graphite is a quasi-brittle material [62], and micro cracking 
inside the graphite particles has often been observed, even in 
an as-received material, especially along the basal planes. As 
explained in [63], the high in-plane stiffness of graphite can hin-
der the c-direction contraction during the cooling down process 
(during solidification or operation). This induces high tensile 
residual stresses in the c-direction which can easily separate 
the weakly bonded basal planes. Moreover, since the bonding 
between the graphite layers is weak and these layers are rela-
tively thin (high slenderness ratio), they are prone to buckling 
under locally compressive loads, resulting in a reduction of the 
effective stiffness and possibly entailing more micro-cracking, 
as observed for composites [64]. Finally, the cohesion between 
the graphite particles and the matrix is often not perfect and 
(partial) decohesion is often observed. Since the explicit mod-
elling of the above mentioned effects is beyond the scope of 
this work, their collective impact on the behaviour of the cast 
iron has been included into the model through the introduction 
of the reduction factor � , effectively decreasing the stiffness 
of the graphite particles. A reduction factor � = 0.3 has been 
chosen for the simulations presented in this work. The reduction 
factor is selected to best fit the experimental data as it will be 
discussed in “Results and Discussion” section.

The results of the cast iron model with the transversely ani-
sotropic graphite will be compared to a model prediction using 
isotropic graphite. The isotropic graphite properties have been 
computed by applying either Voight (iso-strain, upper bound, 
UB) or Reuss (iso-stress, lower bound, LB) assumptions to 
the transversely anisotropic graphite averaged over all pos-
sible orientations described by the Euler angles 0 ≤ � ≤ 2� 
and 0 ≤ � ≤ �∕2 (the averaging over only two Euler angles, 
instead of three, is sufficient here due to the presence of one 
plane of isotropy):

where the transversely isotropic elastic stiffness tensor � is 
given by (10) and ℂ = 𝔼

−1 is the compliance. For the values 

(13)� = �� ∶ �
e

(14)
𝔼
UB

=

1

�2∫�,�
𝔼 d�d�

ℂ
LB

=

1

�2∫�,�
ℂ d�d�

of the elastic constants in Table 2, the isotropic Young’s mod-
uli computed according to (14) are EUB = 611.9[GPa] and 
ELB = 1.63[GPa] (without considering the reduction factor 
� ). A Poisson’s ratio of 0.2, as suggested in [63], will be used 
in the simulations with isotropic graphite; it has been observed 
that Poisson’s ratio only has a minor influence on the results.

The final step in setting up the graphite model requires 
the identification of the local anisotropy directions for each 
(integration) material point of a graphite particle. Since 
experimental acquisition of these directions for a 3D model 
would be prohibitively heavy and virtually infeasible, a 
novel approach is proposed here to approximate the direc-
tions of graphite anisotropy for a microstructural model. The 
approach is based on microstructural studies presented in the 
literature [65–67], where it has been shown that the nuclea-
tion and growth (crystallization) of graphite particles starts 
from the outer surface and results in either an ‘onion’-like 
structure of graphite in spheroidal (SGI) cast iron, or a stack 
of graphite plates along the short direction of the lamellas 
in the lamellar (FGI) cast iron, as schematically shown in 
Fig. 4(b). The structure of the graphite in compacted graph-
ite cast iron (CGI) is more complex, but in general can be 
assumed to be intermediate between that of SGI and FGI.

Based in the above observations, the proposed method 
is based on the assumption that the graphite layers at the 
surface of the graphite inclusions are positioned along the 
inclusion surface and they are stacked parallel to each other 
through the depth. Therefore, for the points on the surface 
of the graphite inclusion, the local c-direction is assumed 
to coincide with the local normal to the surface. For each 
graphite (integration) point inside the particle, an inverse 
distance weighting function is introduced, which averages 
the anisotropy c-direction based on the distance of the given 
point from all discretized facets at the inclusion surface. The 
c-direction in a point x⃗ is obtained as

where n⃗i is the normal to the facet i and n is the number of 
surface facets; di is the distance from point x⃗ to the i-th facet 
on the surface and the power p defines the sensitivity to the 
distance, here selected as p = 2 . Examples of the resulting 
local anisotropy directions for a few graphite particles com-
puted using this algorithm are shown in Fig. 5.

RVE Finite Element Mesh Generation

Experimental microstructural images are usually provided in 
pixelized (2D) or voxelized (3D) form. Consequently, the most 
straightforward approach to create a microstructural geometry 
and discretization based on experimental data is by directly 

(15)c⃗(x⃗) =

n∑
i=1

wi(x⃗)n⃗i∕

n∑
i=1

wi, with wi(x⃗) = 1∕(di(x⃗))
p
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translating each pixel or voxel into a finite element (or other 
numerical discretization unit). This approach however typically 
leads to a uniformly fine discretization, which is often unneces-
sary. An even more severe drawback of pixel/voxel based dis-
cretizations is the jagged, ‘stair-case’, description of interfaces, 
which becomes particularly problematic in non-linear regimes 
and which is inadequate for proper interface modelling. There-
fore, algorithms are required that, based on voxelized experi-
mental data, allow generation of good quality finite element 
microstructural discretizations, with a conforming description 
of material interfaces and a spatially adaptive finite element 
size. A work flow for such an algorithm will be presented here 
and applied to generate an RVE of compacted graphite cast 
iron. The work flow is illustrated in Fig. 6.

In this work, the data set from [68] has been used as the start-
ing point. The data set contains a voxelized representation of 
the microstructure of a compacted graphite cast iron obtained 
by serial sectioning EBSD. Here, only the information on the 
phase (graphite or pearlite) of a voxel was used, the (pearlite) 
crystal orientation was not exploited in the present analysis. 
The analyzed microstructural volume is 500 × 240 × 250�m3 . 
The voxelized representation of the graphite particles within the 
considered microstructural region is shown in Fig. 6(a).

As the first step, the voxelized data is smoothed using a 
Gaussian filter with a volume fraction constraint, Fig 6(b). Next, 
the level set distance function description of the microstruc-
ture is generated by solving the Eikonal equation using the fast 
marching method [69]. The zero level set value corresponds to 

the interface, negative values lie inside the graphite inclusions, 
while the positive values are located in the matrix, Fig. 6(c).

The signed distance function is next used to compute the ele-
ment size function that controls the mesh quality, i.e., to locally 
refine the element size based on geometrical microstructural 
features such as interface proximity, curvature of the interface 
and the distance between the inclusions [70, 71]. The node 
distribution through the volume is generated using the octree 
partitioning method [71–73]. In this method, the domain is par-
titioned in small cubes. The cubes are subdivided into smaller 
cubes if the length of the cube edge is larger than the value of 
the size function at that location. The process of refinement is 
continued recursively until the desired sizes for all cube edges 
are achieved in accordance with the size function, Fig. 6(d). The 
obtained cube vertices will be used as the initial positions of the 
nodes for the subsequent mesh generation.

The process of triangulation for the finite element mesh 
generation starts from the inclusion surfaces and outer 
boundaries [71], Fig. 6(e). Next, the rest of the volume is 
discretized using a constrained Delaunay triangulation 
algorithm (with the position of the nodes on the interfaces 
and outer boundaries fixed) using TetGen software [74], 
Fig. 6(g).

The mesh generated in the previous step may in gen-
eral still have poor quality, e.g., bad element aspect ratio’s. 
Therefore, as the final step, the mesh is optimized using the 
’truss analogy’ proposed in [75]. In this method, the (tetrahe-
dral) element edges are viewed as trusses that exert an axial 

Fig. 5   The anisotropy directions (c-direction) of graphite at the sur-
face of graphite particles computed based on the proposed model: (a) 
a 2D slice of the graphite particle to illustrate the anisotropy direction 

from closer view, (b) the full considered 3D model with all graphite 
inclusions and their anisotropy directions
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force proportional to the deviation of their length from the 
target length. Solving the equilibrium problem for the truss 
structure, while constraining the nodes on the outer bound-
ary in the normal direction, provides the new positions of the 
nodes, Fig. 6(f). If necessary, this process may be performed 
incrementally approaching the target element size. The final 
finite element mesh of the considered microstructural com-
pacted graphite cast iron is shown in Fig. 6(i).

Results and Discussion

To demonstrate the performance of the developed micro-
structural model, the behaviour of compacted graphite cast 
iron is next simulated under thermo-mechanical cyclic load-
ing conditions that are representative for heavy duty engine .

A thermal cyclic load under uniaxial total constraint 
conditions is considered, i.e., the sample is fully fixed in 

the axial direction, whereby the total axial strain is zero. 
Accordingly, the microstructural RVE is fully fixed in one 
direction, while the transverse sides are left traction free. 
The specimen is subjected to a cyclic thermal load whereby 
the temperature is assumed to be uniform over the whole 
microstructural RVE varying between 50◦C and 420◦C . 
Several holding times are considered, where the lowest and 
highest temperatures are held for 30s (short holding time), 
1800s (intermediate holding time) and 18000s (long holding 
time); the long holding time is applied only at the highest 
temperature, in accordance with the experimental condi-
tions that will be discussed later. Note, that the considered 
total constraint thermal cycling results in an out-of-phase 
thermo-mechanical loading condition with the lowest stress 
occurring at the maximum temperature and visa versa. Fig. 7 
shows a sketch of the total constraint conditions and tem-
perature variations during the heating up and cooling down 
process.

Fig. 6   Schematic work flow for the RVE finite element mesh generation

Fig. 7   Sketch of the applied 
thermo-mechanical loading 
conditions: total constraint in 
the axial direction and uniform 
thermal cycling between 50◦C 
and 420◦C , with different hold-
ing times 30s (short), 1800s 
(intermediate), and 18000s 
(long)
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The results of the simulations for the three holding times 
are shown in Fig. 8. The simulation results are compared 
to experimental data, kindly provided by the authors of 
[76, 77], where the experimental setup and procedure are 
described; the data used in this work corresponds to the 
measurements on unnotched tensile specimens. The simu-
lation results adequately match the experimental data. These 
tests reveal several characteristic features. Due to the total 
constraint condition, at higher temperature, a significant 
amount of stress relaxation takes place, which saturates for 
longer holding times. Upon cooling, the accumulated inelas-
tic strains result in tensile stresses. At low temperature, the 
rate dependency is limited, as expected from the behaviour 
of the pearlite matrix. All these effects are well captured by 
the developed model.

An advantage of the current multi-scale model based on 
a microstructural RVE, compared to single scale (phenom-
enological) models, is that in addition to the overall effective 
response it also provides information on the distribution of 
local fields at the scale of the microstructure. These can be 
of interest for e.g., the evaluation of the onset of damage. In 
this way, the microstructural model can reveal details in the 
local microstructural fields, which are very difficult, or even 
impossible, to quantify experimentally. The plastic strain 
fields in the microstructural RVE after the 1st and 20th 

thermal loading cycle for the simulation with the short hold-
ing time (30s) are shown in Fig. 9. The areas of high plastic 
strain initially concentrate in the pearlite matrix surrounding 
smaller, high curvature, graphite particles. With continued 
cyclic loading the plastic strain regions also appear near 
larger graphite particles and spread further away from the 
particles in the matrix bulk.

Figure 10 compares the accumulated plastic strain after 
a total of 1 hour loading time for the tests with two differ-
ent holding times, which corresponds to the 20th cycle of 
the short holding time conditions (Fig. 10(a)) and one fifth 
of the full cycle of the long holding time, (Fig. 10(b)). It 
is observed that for the short holding time, plastic strain 
areas form bridges between the particles since the material 
has already undergone multiple compression-tension cycles, 
while for the longer holding time the plastic field is more 
distributed since the material is still in the first part of the 
compression cycle.

Next, the impact of taking into account the anisotropy 
of graphite on the model predictions is investigated. As 
discussed in “Graphite Modeling” section, graphite is 
a highly anisotropic material by nature; however, in the 
literature, for modelling purposes, it is often assumed to 
behave isotropically, with a wide range of elastic moduli 
[78]. The prediction of the model developed here with 

Fig. 8   Microstructural compacted graphite cast iron model predictions versus experimental measurements for cyclic thermo-mechanical loading 
with three different holding times
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the anisotropic description of the graphite, as intro-
duced in “Graphite Modeling” section, is compared to 
the case where the graphite is modelled as isotropic with 
the Young’s modulus given by either the upper or lower 
bound values obtained in accordance with equation (14). 
Figure 11(a) shows the overall stress versus time response 
for the RVE model with different graphite descriptions. 
Clearly, the stress response varies significantly between 
the different graphite models; the upper and lower bound 
nature of the isotropic estimates is also well reflected in 
the results. Figure 11(b),(c),(d) demonstrate a striking dif-
ference in the local microstructural plastic strain fields in 
the matrix obtained using either the anisotropic or two 
isotropic graphite models. For the case of the lower bound 
Young’s modulus, where the graphite modulus is signifi-
cantly smaller than the elastic modulus of the matrix, a 
different plastic strain pattern is observed (Fig. 11(b)), 
compared to the anisotropic and upper bound isotropic 
models (Fig. 11(c),(d)). The latter two models, despite 
both including stiff graphite, also exhibit noticeable differ-
ences in the local plastic strain patterns, once more empha-
sising the important role of the graphite anisotropy. From 
these results, it can be concluded that the material behav-
iour of graphite has a significant impact on the model 

predictions, both in terms of the global stress response, 
as well as the local fields, and thus, for example, on the 
prediction of damage.

Finally, the local equivalent plastic strain field computed 
using the finite element mesh with a conforming description 
of the interfaces and the mesh refinement based on the signed 
distance function is compared to the field predicted by a voxel 
based finite element model, with approximately the same total 
number of degrees of freedom in the model. These fields are 
shown in Fig. 12. Clearly, significant differences in the equiv-
alent plastic strain fields can be observed. The conforming 
mesh with local refinements provides an adequate descrip-
tion of the local plastic strain concentration areas near certain 
graphite particle features, while other interface regions do not 
exhibit significant plastic yielding. In the voxel based mesh, 
on the other hand, localized plastic strain concentrations are 
observed along almost the entire interface, which is mostly 
induced by the ‘stair-case’ interface description, rather than by 
the physical particle features. Moreover, on average, the extend 
of matrix plastic yielding is larger in the voxel based model, 
compared to the conforming mesh. It can, therefore, be con-
cluded, that a good quality mesh is essential for obtaining an 
accurate description of local microstructural fields, especially 
in non-linear regimes.

Fig. 9   Accumulation of the equivalent plastic strain in the pearlite matrix after (a) 1st cycle and (b) 20th cycle of the thermal loading with short 
holding time (30s)

Fig. 10   Equivalent plastic strain accumulated after 1 hour of thermal loading with different holding times: (a) short holding time, 20th cycle, 
green circles illustrate the bridging zones, (b) long holding time, first half cycle
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Conclusions

In this paper a multi-scale approach for modelling the 
thermo-mechanical behavior of compacted graphite cast 
iron has been presented. The model is based on a detailed 
description of the microstructure of cast iron, consisting 

of complex 3D shaped graphite particles embedded in a 
pearlitic matrix.

To describe the material behaviour of each of the micro-
structural phases, suitable constitutive models have been 
developed and characterized. The thermo-elasto-visco-plastic 
model for pearlite takes in to account the transition between 

Fig. 11   Comparison of the RVE simulation results for the short hold-
ing time loading assuming anisotropic graphite or fully isotropic 
graphite with the lower and upper bound values for the elastic modu-
lus. (a) Overall stress versus time response. (b–d) Equivalent plastic 

strain fields after the 1st loading cycle: (b) isotropic graphite with 
lower bound Young’s modulus, (c) anisotropic graphite, (d) isotropic 
graphite with upper bound Young’s modulus

Fig. 12   Equivalent plastic strain field computed using two finite ele-
ment discretizations with approximately the same total number of 
degrees of freedom: (a) voxel based mesh and (b) conforming mesh 

with local mesh refinements based on the signed distance function. 
Both results are shown after the first cycle of the short holding time 
loading case
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the high creep resistance of pearlite at low (around room) tem-
perature and significant creep at temperatures above 350◦C . 
Moreover, the model includes kinematic hardening, which is 
essential for a proper description of cyclic behaviour, which is 
the main interest in this work.

Concerning the graphite, the importance of properly taking 
into account the intrinsic anisotropy of graphite has been dem-
onstrated. To this end, a numerical methodology to extract the 
estimated graphite anisotropy directions has been proposed, 
exploiting experimental observations of the graphite crystal-
lization directions. The brittle nature of graphite, which often 
leads to local cracking and delamination, has been implicitly 
accounted for in the model through a stiffness reduction factor.

A systematic procedure has been elaborated for the genera-
tion of a high quality conforming finite element discretization 
on an RVE constructed on the basis of voxelized microstruc-
tural data. The microstructure description based on the signed 
distance function allows to control the mesh quality depending 
on the distance from the interface and the local curvature.

The model has been applied to thermal cyclic loading of 
CGI cast iron under total constraint conditions, representative 
for truck engine parts. An adequate correspondence between 
the model predictions and the experimental data has been 
demonstrated for several temperature holding cases, where the 
amount of stress relaxation and saturation is well described by 
the model. In addition to the overall stress response, the devel-
oped model provides rich information on the development of 
microstructural fields and related mechanisms. For example, 
the accumulation of the local plastic strain as a function of the 
number of cycles and the holding time has been illustrated. 
Moreover, the impact of the local graphite anisotropy on the 
plastic strain field in the matrix has been shown.

In the future, the developed model will be enhanced by 
including graphite-matrix decohesion and damage devel-
opment in the matrix, which will allow the prediction of 
the (fatigue) failure of cast iron components under thermo-
mechanical loading conditions. Finally, it should be pointed 
out that the modelling approach presented in this work is 
rather general and can be applied to multi-scale modelling 
of other materials with complex microstructures. The mesh 
generation procedure can be directly applied to a broad range 
of various materials, while the proposed thermo-elasto-
visco-plastic model, upon proper parameter identification, 
can also be used for other materials that exhibit a tempera-
ture dependence of the strain rate sensitivity.

Appendix A. General modelling framework

The model is based on the multiplicative decomposition 
of the deformation gradient tensor � into its elastic �e and 
inelastic �ine parts, with a subsequent split of the inelastic 
part into the thermal �th and visco-plastic parts �vp

This decomposition introduces two intermediate configu-
rations between the reference configuration B0 and the 
current configuration B. The first stress-free intermediate 
configuration B̃ accounts for the pure thermal deformation. 
The second intermediate configuration B̄ is the mechanical 
configuration which is free of any elastic deformation and 
is therefore also stress-free. Figure 13 shows the schematic 
representation of these intermediate configurations, the 
corresponding mappings and indicates some of the tensors 
defined on the different configurations.

The decomposition of the deformation gradient tensor 
(A.1) adopted here follows the work of Lion [79]. This 
decomposition implies that the mechanical deformation 
takes place isothermally after the pure thermal deforma-
tion. However, as argued in [79], this decomposition is 
theoretical and it occurs at a single time instance, i.e., it 
does not refer to any actual physical temporal sequence. 
On the other hand, from the implementation point of view, 
having �e at most left instead of the thermal term �th , ena-
bles pull-back and push-forward operations between elas-
tic and inelastic configurations more conveniently through 
the elastic deformation gradient tensor without interfer-
ence of thermal terms, as will be shown in the following.

The spatial velocity gradient tensor is defined on the 
current configuration and is given by

The velocity gradient can be additively decomposed into 
its elastic, visco-plastic and thermal parts. The elastic part 
�e only depends on the elastic deformation gradient, but the 
inelastic part �vp + �th involves the elastic as well as visco-
plastic and thermal deformation gradients

where

Both �̄th and �̃th are the velocity gradients of temperature 
induced displacement but taken in different configurations, 
i.e., �̄th is the push-forward of �̃th from the thermal con-
figuration B̃ to the mechanical intermediate configuration B̄.

The strain measure used in the present model is a loga-
rithmic elastic strain tensor �̄e defined as

(A.1)� = �
e.�ine = �

e.�vp.�th

(A.2)� = �̇.�−1

(A.3)
� = �

e + �
vp + �

th = �̇
e.(�e)−1

�����
�e

+ �̇
e.
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�̄
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]
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�����������������
�vp+�th

(A.4)�̄
ine = �̇

vp.(�vp)−1

���������
�̄vp

+

�̄th

�����������������������������������

�̇
vp.

[
�̇
th.
(
�
th
)−1]

�������������
�̃th

.(�vp)−1



133Multiscale Science and Engineering (2022) 4:119–136	

1 3

where �̄e is the elastic right Cauchy-Green tensor in the 
mechanical stress free configuration, which is related to the 
Cauchy-Green tensor � = �T .� in the reference configura-
tion through

The current formulation is based on the Mandel stress tensor

where � is the second Piola-Kirchhoff stress tensor. It can 
be shown [43], that in the case of elastic isotropy, the anti-
symmetric part of the Mandel stress tensor is zero and the 
work rate �s ∶

̇̄
�

e gives the rate of the elastic stored energy. 
In this specific case, the symmetric Mandel stress tensor �s 
can be related to the logarithmic elastic strain through the 
following elastic constitutive relation:

where � is an isotropic fourth-order tensor of elastic moduli, 
which is in general a function of the temperature. In the case 
of small elastic stretch ratios and isotropy it can be described 
by the Young’s modulus E and Poisson’s ratio �.

The thermal deformation gradient tensor for an isotropic 
material is given by

(A.5)�̄
e
=

1

2
ln
(
�̄

e
)

(A.6)�̄
e = �

eT .�e =
(
�
ine
)−T

.�.
(
�
ine
)−1

(A.7)� = �̄
e.�

(A.8)�s = � ∶ �̄
e

(A.9)�
th = �(T)�

with � the second-order unit tensor. The scalar function �(T) 
describes the linear thermal expansion induced by a tem-
perature change (T − T0) relative to a reference temperature 
T0 and can be defined through:

where � is the coefficient of linear thermal expansion, which, 
in general, may itself depend on the temperature.

The visco-plastic rate of deformation �̄vp = sym
(
�̄vp

)
 , 

which is conventionally assumed to take place in the direc-
tion of the normal �̄ to the yield surface with a magnitude 
given by the visco-plastic multiplier 𝛾̇vp , is defined through:

It should be remarked that the use of the logarithmic strain 
furnishes an elasto-plastic correction that is similar to the 
one used in small strain frameworks, which eases the numer-
ical implementation, i.e.,

where �e
∗
 is the trial logarithmic strain defined by keeping 

the stress-free configuration from the previous increment 
frozen and assuming a purely elastic increment; The super-
script t + Δt refers to the value of the tensor at the indicated 
discrete time instance.
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(A.10)�(T) = 1 + �(T)
(
T − T0

)

(A.11)�̄
vp = 𝛾̇vp�̄

(A.12)�
e
∗
≃ t+Δt
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e
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tation of the configurations 
resulting from the multiplicative 
decomposition of the deforma-
tion gradient
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