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Abstract
Reviews contain rich information of user interests and item characteristics. Incorporating reviews into recommendation has 
attracted increasing attention in recent years, which can help learn more accurate user and item representations for recommen-
dation. Existing review based recommendation methods usually utilize the content of reviews while ignoring the helpfulness 
scores associated with them. Since different reviews have different informativeness and many reviews are noisy and even 
misleading, incorporating the helpfulness information of reviews can help better exploit the reviews for recommendation. 
In this paper, we propose a helpfulness-aware review based recommendation approach. The core of our approach is a review 
encoder and a user/item encoder. In the review encoder we learn representations of reviews from their content in a hierarchi-
cal way. We first learn sentence representations from words and then learn review representations from sentences, using a 
hierarchical attention network to select important words and sentences. In the user/item encoder, we learn representations of 
users/items from their reviews using an attention network. The query vector of the attention network comes from the helpful-
ness scores of these reviews. Since many reviews do not have helpfulness scores, we propose a neural helpfulness prediction 
model to predict the helpfulness scores of these reviews. The neural helpfulness prediction model is trained on the limited 
reviews with helpfulness scores voted by users. Extensive experiments on four benchmark datasets show that incorporat-
ing the helpfulness of reviews can effectively improve the performances of review based neural recommendation methods.

Keywords Recommender systems · Review helpfulness · Hierarchical attention network

1 Introduction

Recommender systems (RS) are very important for allevi-
ating information overload in many online shopping plat-
forms such as Amazon (McAuley and Leskovec 2013; Bao 
et al. 2014). A core task in recommender systems is learning 

accurate representations of users and items to capture user 
interests and item characteristics (Cheng et al. 2017). Exist-
ing recommendation methods usually rely on the rating 
matrix to learn user and item representations (Koren 2008; 
Mnih and Salakhutdinov 2008; Koren et  al. 2009). For 
example, classic Matrix Factorization (MF) method such as 
Functional matrix factorizations (FMF) Zhou et al. (2011) 
constructs a decision tree from user profiles for matrix cal-
culation. However, since the rating matrix between users 
and items are usually very sparse, it is very challenging to 
learn accurate user and item representations from them for 
recommendation (Luo et al. 2015; Bell et al. 2007).

Besides the ratings, in many e-commerce platforms there 
are also reviews posted by users to express their opinions 
towards the items (Mudambi and Schuff 2010; Bhatt et al. 
2015). These reviews are usually in large quantities and con-
tain rich information of users and items (He et al. 2015). 
For example, Hidden Factors as Topics (HFT) McAuley and 
Leskovec (2013) employed topic modeling technique to cap-
ture latent feature from user reviews and calculated simi-
larities between matrices. Upon it, Ratings Meet Reviews 
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(RMR) Ling et al. (2014) harnessed the information of both 
ratings and reviews by aligning topic modeling to rating 
dimensions in a unified model.

In addition, neural methods incorporating reviews to learn 
more accurate user and item representations for recommen-
dation have attracted huge attentions in recent years, such as 
DeepCoNN Zheng et al. (2017) and Transnets Catherine and 
Cohen (2017). They achieved promising results by automati-
cally forming review representation using convolutional neu-
ral networks (CNN). Based on them, many other CNN based 
approaches were proposed (Seo et al. 2017a; Bao et al. 2014; 
Zheng et al. 2017). Similar with DeepCoNN, they mainly 
utilized rating scores and reviews, but made improvements 
upon DeepCoNN by adjusting network architecture. How-
ever, these existing review based recommendation methods 
usually rely on the content of reviews to learn user and item 
representations, and the helpfulness scores of these reviews 
voted by massive users are ignored. Thus, the quality of 
reviews (e.g., whether a review is reliable or helpful) is not 
considered in previous work.

Our work is motivated by following observations. First, 
different reviews have different informativeness in represent-
ing users and items. In Fig. 1, we show reviews about one 
type of Sony earphone collected from Amazon. The first 
and second reviews are all five stars, but the first one is more 
informative while the second one only mentioning the cheap 

price. Second, many reviews on e-commerce platforms are 
associated with their helpfulness information. For example, 
in Fig. 1, the first review is accredited by 11 users, indi-
cating it as a highly helpful review. Also, the third review 
discloses one disadvantage of the earphone and is labeled 
by four people as helpful. Thus, helpful positive and nega-
tive reviews are highlighted in this user oriented way. Third, 
the helpfulness scores of reviews provided by massive users 
can provide important clues of review informativeness. For 
example, some e-commerce platforms such as Amazon usu-
ally display reviews owning the most helpfulness votes as 
important additional features of the products. Fourth, not 
all reviews have sufficient votes to compute the helpfulness 
score. In Fig. 1, the second review has no helpfulness vote 
from users. The same situation applies to massive reviews 
since the quantity of reviews far exceeds the number of users. 
Thus, it is not practical to utilize the helpfulness scores of all 
reviews as model inputs for review based recommendation.

In this paper, we propose a neural Helpfulness-aware 
review recommendation (HARR ) model. Our model con-
sists of three components, i.e., a review encoder, a user/item 
encoder and a rating predictor. We use the review encoder to 
generate review representations. The review encoder forms 
review representations in a hierarchical way. Motivated by 
Yang et al. (2016), our model first forms sentence represen-
tations from words and then learns review representations 

Fig. 1  Example reviews for a 
type of earphone from Amazon. 
The first and second reviews 
are both five starts, but only the 
first one is considered as helpful 
by other consumers. The third 
one is a negative review, but it 
is accredited by four people and 
labeled as helpful
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from sentences. We use attention mechanism to selectively 
pertain important words and sentence embeddings. Since 
many reviews don’t have helpfulness scores voted by users, 
we propose a helpfulness predictor based on the review 
encoder. The module utilizes the output of review encoder 
to predict the helpfulness scores of reviews. After review 
representation and its helpfulness score is generated, we 
send them as input for the user/item encoder. All reviews 
written by a user are used to form user representation. For 
a particular item, we take all reviews written towards them 
by different people. Similarly, the user/item encoder also 
utilizes attention mechanism to balance reviews according 
to their helpfulness scores. To meet this end, we propose 
an attention network with query vector, which takes the 
helpfulness score as the attention weight of this review. The 
final user/item representation is the weighted combination 
of reviews vectors. Finally, simple dot product is used to 
calculate similarity between a user vector and an item vec-
tor to obtain the final rating score. We conduct extensive 
experiments on four benchmark datasets. The results show 
our approach can effectively improve the performance of 
recommendation while at the same time producing applica-
ble review helpfulness score.

2  Related work

2.1  Review based recommender systems

Introducing online reviews to improve rating prediction 
has been extensively studied and justified in many pioneer-
ing works (McAuley and Leskovec 2013; Kim et al. 2016; 
Almahairi et al. 2015; Tan et al. 2016; Ling et al. 2014). 
Both non-neural collaborative filtering and deep neural net-
works have been adopted to capture the semantic meaning 
of reviews. They are effective in mitigating the cold-start 
issue and enriching user or item representations (Park and 
Chu 2009; Zhou et al. 2011). Among non-neural methods, 
classic Matrix Factorization (MF) methods such as Hidden 
Factors as Topics (HFT) employed topic modeling technique 
to capture latent feature from user reviews and calculated 
similarities between matrices. It was enhanced by TopicMF 
to a model using simultaneously user and item reviews (Bao 
et al. 2014). Additionally, TopicMF extracts information 
using non-negative matrix factorization (NMF). Upon them, 
Ratings Meet Reviews (RMR) Ling et al. (2014) harnessed 
the information of both ratings and reviews by aligning topic 
modeling to rating dimensions in a unified model. How-
ever, these MF based methods involved laborious feature 
engineering which reduced their practicality. Moreover, the 
review representations they form lack context information, 
thus cannot capture correlated sentence meaning.

The recent shift towards deep learning models is promi-
nent, which learns reviews in a passage context. Among all 
neural approaches, DeepCoNN (Zheng et al. 2017) first vali-
dated the competitive ability of CNN in review information 
extraction. They designed two paralleled CNN networks to 
encode user behaviors and item properties from reviews, 
on the top of which a shared layer was introduced to couple 
the two in a way similar with factorization machine (FM). 
It outperformed traditional MF models tremendously. Many 
subsequent research followed it, using CNN as encoder, 
but with model architecture in variation. Transnets (Cath-
erine and Cohen 2017) extended DeepCoNN by introduc-
ing interaction between source network and target network, 
minimizing the loss between the above two to enforce the 
model to learn accurate user-item pair representation. They 
both reached superior results on benchmark Amazon data-
set but they were not with flaws. Most importantly, the two 
methods were noise disturbing, lacking dynamic variation 
between review helpfulness. To solve the problem, ATRank 
(Seo et al. 2017b) was introduced to deal with user prefer-
ence diversity in a bottom level, forming fine-grained sen-
tence representations by adding extra word-level attention 
mechanism. D-ATT (Seo et al. 2017a) extended the work by 
applying dual local and global attention, encoding both local 
user-item properties and overall review context meanings. 
Afterwards, (Tay et al. 2018) proposed a Multi-pointer Co-
attention networks. The multi-pointer model was differen-
tial with a gumbel–softmax based pointer mechanism. Chen 
et al. (2018c) proposed Neural Attentional Rating Regres-
sion (NARRE), it used the same attention mechanism and 
conducted experiment to prove the attention weight indeed 
selected informative words.

The above models only took user and item relation into 
account while ignoring whether a review is helpful in user 
or item modeling. As a result, they were still easily misled 
by noise and redundant messages. We argue that different 
reviews should be aligned varied importance when form-
ing user or item representation. Meanwhile, The helpful-
ness score voted by users on E-commerce platform can 
serve this end. The only problem of introducing them into 
the network is that not all reviews have helpfulness scores. 
Thus our method is proposed to predict helpfulness scores 
and takes it as inputs for product recommendation task. In 
architecture, our model is fundamentally different with all 
the other methods, setting review helpfulness prediction as 
preliminary goal first, then using the helpfulness score out-
puts to generate more accurate user/item representations. In 
implementation, the hierarchical attention network we use 
is capable of forming both comprehensive passage-level and 
fine-grained sentence-level representation. In motivation, 
our model innovatively introduces an approach to perform 
product recommendation and product review helpfulness 
prediction.
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2.2  Review helpfulness prediction

Initially, traditional machine learning classifier such as sup-
port vector machine (SVM) was used to predict review help-
fulness based on a list of features, e.g., structural, lexical, 
syntactic and meta-data features (Kim et al. 2006; Ngo-Ye 
and Sinha 2014; Krishnamoorthy 2015; Qazi et al. 2016). 
Recently, neural based methods improve the task a great 
deal by using convolutional encoder to form representa-
tion from review texts (Kim 2014; Zhang et al. 2015; Chen 
et al. 2018a). They also boosted efficiency by cross-domain 
learning, adding discriminated factors in loss function (Chen 
et al. 2018b; Liu et al. 2017).

Different from their works, we build a hierarchical predic-
tor based on review texts. What should be clarified is that we 
do not set helpfulness prediction as the ultimate goal of our 
network, but an intermediate output, serving as query vector 
for user/item representations. The hierarchical helpfulness 
predictor shares the same architecture with the hierarchical 
review encoder model, but with independent parameters.

3  Our approach

In this section, we introduce our HARR approach in detail. 
It uses a hierarchical attention network to form review rep-
resentation and generates both helpfulness and rating scores. 
HARR network is composed of three modules, i.e., a review/
helpfulness encoder, a user/item encoder and a rating pre-
dictor. The three sub-modules form the network from bot-
tom to top. We will introduce them accordingly as follows.

3.1  Review/helpfulness encoder

The architectural overview of this module is shown in the left 
side of Fig. 2. It is used to learn the latent representation of 

one review. As is shown in Fig. 2, a sentence-level encoder 
and passage-level encoder with similar layers are deployed in 
this module. After generating review-level representation, the 
model predicts the helpfulness score of each review.

3.1.1  Sentence‑level encoder

The sentence-level encoder consists of three layers. The first 
layer is word embedding. It converts a sequence of words into 
a sequence of low-dimensional dense vectors which contain 
semantic information of these words. Denote a sentence s 
containing M words as [w1,w2, ...,wM] , it is transformed to 
high dimensional vectors [�

�
, �

�
, ..., �

�
] via the embedding 

matrix � ∈ ℝ
V×D . Where V and D represent the vocabulary 

size and the word embedding dimension respectively. The 
word embedding matrix � is initialized using pretrained word 
embeddings, and fine-tuned during model training.

The second layer is a word-level convolutional neural 
network (CNN). Since review texts are usually noisy and 
the informative sections are several key words combined 
together rather than a complete sentence, it is not worth 
the price to use RNN to encode sequence information. For 
example, through the expression “La La Land is driving me 
crazy!”, “La La Land” is recognized as the name of a movie 
rather than a place name. Therefore, we employ a word-
level CNN to capture the local contexts of words to learn 
their contextual representations. Denote �w

i
 as the contextual 

representation of the word wi , which is computed as follows:

where �w ∈ ℝ
Nw×(2Kw+1) and �

�
∈ ℝ

Nw . �(i−Kw)∶(i+Kw)
 is the 

combination of sentence representation vectors from posi-
tion i − Kw to position i + Kw and g is the activation function 
which is ReLU (Glorot et al. 2011) in our approach. The 
contextual representation of the ith word is the concatenation 

(1)�
w
i
= g(�w × �(i−Kw)∶(i+Kw)

+ �w),

Fig. 2  The architecture of our 
HARR  approach
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of outputs of multiple filters at position i, which is denoted 
as �i ∈ ℝ

Nw , where Nw is the number of filters and 2Kw + 1 
is the window size.

The third layer of sentence-level encoder is an attention net-
work. Different words in the same review sentence may have 
different importance for users’ rating. For example, in the sen-
tence “I find the earphone extremely light and comfortable”, 
the word “light” and “comfortable” may be more informa-
tive than “find” in inferring selling point of the earphone. In 
addition, the same word may have different informativeness in 
other review sentences. For instance, the same word “light” in 
the sentence “Both light and dark color laptops look fashion-
able” is less informative. Hence, to automatically select use-
ful words of a sentence in different contexts, our model use a 
word-level additive attention network. The attention weight �w

i
 

of the contextual representation �w
i
 for the ith word in sentence 

s is computed as follows:

where �w ∈ ℝ
Nw and bw ∈ ℝ are the parameters of the atten-

tion network. �w
i
 indicates the relative importance of the ith 

word evaluated by the attention network. The final attention 
layer output is the summation of contextual word representa-
tion weighted by their attention weight:

3.1.2  Passage‑level encoder

Reviews are noisy, some sentences express the functional fea-
ture of products while the others are only vent of emotions, 
thus the difference across sentences in the same review should 
be captured. For instance, in the review “I had a pair of Bose 
and I loved them. Super comfortable, good noise cancellation 
and pretty good sound.”, only the second sentence is indica-
tive for the earphone’s good quality. To meet this end, we 
apply a two-layer passage-level encoder to take the sentence 
relatedness and their varied importance into consideration. 
A CNN layer is utilized as the first layer to encode sentences 
in the same review. In the above review, expressions “com-
fortable”, “noise cancellation” describe “a pair of Bose”, so 
encoding the two neighbour sequences is essential to form 
more complete review representation. Denote a review � con-
tains N sentences [�1, �2, ...�N] , the contextual representation 
of review �i as �s

i
 , which is computed as follows:

(2)aw
i
= tanh(�T

w
× �

w
i
+ bw),

(3)
�
w
i
=

exp(aw
i
)

ΣM
j=1

exp(aw
j
)
,

(4)� =

M
∑

i=1

�
w
i
�
w
i
.

(5)�
s
i
= g(�s × �(i−Ks)∶(i+Ks)

+ �s),

where �s ∈ ℝ
Ns×(2Ks+1) and bs ∈ ℝ

Ns . �(i−Ks)∶(i+Ks)
 is the combi-

nation of sentence representation vectors from position i − Ks 
to position i + Ks , and g is the ReLU activation function. Ns is 
the number of filters and 2Ks + 1 is the window size.

The second layer of our passage-level encoder is a pas-
sage-level additive attention network. As stated above, the 
attention layer is used to attend to select the most informa-
tive sentences in a review. The attention weight �s

i
 of con-

textual sentence representation cs
i
 in review r is computed 

as follows:

where �s ∈ ℝ
Ns and bs ∈ ℝ are the parameters of the atten-

tion network. �s
i
 indicates the relative importance of the ith 

sentence evaluated by the attention network. The final atten-
tion layer output is the summation of contextual sentence 
representation weighted by their attention weight, which is 
computed as:

3.1.3  Helpfulness prediction

For each review ri , we predict the helpfulness score of it in 
a straight-forward way, defining it as a binary classification 
task (namely, helpful or unhelpful). We use a softmax layer 
to compute the probabilities of ri being a helpful review, 
which is formulated as follows:

where �i is the predicted label, � ∈ ℝ
Nh and �h ∈ ℝ

C are 
parameters of helpfulness prediction layer and C is the num-
ber of categories, which is two in our approach.

During model training, crossentropy is used as the loss 
function, and the overall objective function is formulated 
as follows:

where ĥq,c and hq,c are the predicted and gold probability of 
the qth review in the cth category. Q is the number of reviews 
to train.

In prediction stage, the label with the largest score in �i 
determines whether a review is helpful or not.

(6)as
i
= tanh(�T

s
× �

s
i
+ bs),

(7)�
s
i
=

exp(as
i
)

ΣN
j=1

exp(as
j
)
,

(8)� =

N
∑

i=1

�
s
i
�
s
i
.

(9)�i = softmax(�T × �i + �h),

(10)L = −

Q
∑

q=1

C
∑

c=1

hq,c log ĥq,c,
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3.2  User/item encoder

Motivated by the observation that review helpfulness 
scores contain rich information about the validness of 
the review text, we design a mechanism to form user/item 
representation using their helpfulness score as attention 
weights. For instance, in Fig. 1, the first review is more 
detailed than the second, and earns more helpful scores 
accordingly, thus should be given higher weight. The user/
item encoder forms the top level module of our HARR 
method, which is illustrated in Fig. 3. After generating 
helpfulness score vector �i , we pass it to a fully connected 
layer and then utilize it as the query vector in both user- 
and item-level attention networks. Denote a user � has P 
reviews [�1, �2, ..., �P] . The attention weight �h

i
 of the ith 

review �i from user � is calculated as:

where �t and �t are parameters of the fully connected layer, 
and �′i is the transformed helpfulness vector. �h ∈ ℝ

Ns and 
bh ∈ ℝ are parameters of the query attention network. The 
final query attention output is the summation of all review 
representations weighted by their attention weights, which 
is denoted as:

For item � , the calculation process is the same with user � , 
thus we omit it for brief.

(11)�
�
i =�t × �i + �t,

(12)ah
i
=��

T

i
tanh(�T

h
× �i + bh),

(13)�
h
i
=

exp(ah
i
)

ΣP
j=1

exp(ah
j
)
,

(14)� =

P
∑

i=1

�
h
i
�i.

3.3  Rating prediction and model training

In our HARR approach, the rating score of a user-item pair 
is predicted based on the representations of user � and item 
� as follows:

where ⊙ is item-wise dot product, g is the ReLU activation 
function and �r and br are parameters in the rating prediction 
layer. In the model training stage, we optimize parameters 
by minimizing the difference between gold scores and pre-
dicted scores. Mean squared error (MSE) is used as the loss 
function:

where Np denotes the number of user-item pairs in training 
data, ŷi and yi are the predicted score and the gold score of 
the ith user-item pair.

In the network training process, we design a pipeline to 
train our network for the two tasks (e.g., helpfulness predic-
tion and rating prediction), which is illustrated in Fig. 4. 
In our implementation, the helpfulness encoder and review 
encoder in Fig. 3 share the same model architecture, but 
with independent parameters. We first train the helpful-
ness encoder on a limited review corpus with fully labelled 
helpfulness scores. Then we utilize the helpfulness encoder 
to predict helpfulness scores for the entire review corpus. 
Finally, the predicted helpfulness scores are employed as 
query attention for the subsequent rating prediction task.

4  Experiments

4.1  Datasets and experimental settings

We conduct experiments on four benchmark datasets in dif-
ferent domains from the Amazon Product Review corpus.1 

(15)ŷ = g(�T
r
(�⊙ �) + br),

(16)L =
1

Np

Np
∑

i=1

(ŷi − yi)
2,

Fig. 3  The overview of our HARR approach

Fig. 4  The training pipeline of HARR. The network parameters of the 
two tasks are independent

1 http://jmcau ley.ucsd.edu/data/amazo n.

http://jmcauley.ucsd.edu/data/amazon
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i.e., Movies and TV, Electronics, CDs and Vinyl and Toys 
and Games. The detailed statistics of the four dataset are 
summarized in Table 1. We only pertain items and users 
which have at least 5 reviews. Among these reviews, only 
ones labeling by at least 10 people as helpful or unhelp-
ful are regarded as training samples for helpfulness predic-
tion task. For helpfulness level partition, we use the widely 
adopted “a in b” definition (Singh et al. 2017; Krishnamoor-
thy 2015; Liu et al. 2008; Tang et al. 2013). E.g., the helpful-
ness score is the percentage of people who vote for “helpful” 
against the total number of votes, which is in the range [0, 1]. 
Additionally, we analyze the helpfulness score distribution 
of these reviews in Fig. 5 and discover that the distribution 
varies significantly on different datasets. For instance, the 
distribution of the helpfulness scores in the “Movies” dataset 
is relatively uniform, while there is a high portion of help-
ful reviews in the “Toys” dataset. To help our model better 
distinguish between helpful and less helpful reviews, we 
select only the extreme helpful (helpfulness score > 0.9) and 
unhelpful (helpfulness score < 0.2) reviews in training time. 
We then train a binary model to predict helpfulness score on 
a complete dataset for the main rating prediction task.

In our experiments, the dimension of word embeddings 
was set to 300. We used the pretrained Google embed-
ding (Mikolov et al. 2013) to initialize the word embed-
ding matrix. Hyperparameters were selected according to 
performances on validation set. The word-level CNN had 

200 filters and the window size was 3. The sentence-level 
CNN had 100 filters with window size of 3. We empirically 
found performance bound for maximum sentence length, 
review length, user/item length is 40 per sentence, 15 per 
review, 25 per user and 50 per item respectively. We applied 
dropout strategy (Srivastava et al. 2014) after all convolu-
tional and dense layer to mitigate overfitting. The dropout 
rate was set to 0.2. Adam (Kingma and Ba 2014) was used 
as the optimization algorithm. The batch size was set to 20. 
We randomly selected 80% of the user-item pairs in each 
dataset for training, 10% for validation and 10% for test. 
We independently repeated each experiment for 5 times and 
reported the average performance, using the standard Root 
Mean Square Error (RMSE) as the evaluation metric.

4.2  Performance evaluation

First, we report binary classification scores on the help-
ful and unhelpful categories in Table 2. It should be con-
cluded that we reach high F1 scores on both categories, 
which ensures the accuracy of our subsequent task of rating 
prediction.

Then we will evaluate the performance of our approach 
by comparing it with several baseline methods. The methods 
to be compared include: (1) PMF (Mnih and Salakhutdinov 
2008), probabilistic matrix factorization; (2) NMF (Lee and 
Seung 2001), non-negative matrix factorization; (3) HFT 
(McAuley and Leskovec 2013), hidden factor as topic; (4) 
DeepCoNN (Zheng et al. 2017), deep cooperative neural 
networks; (5) D-ATT  (Seo et al. 2017a), dual attention CNN 
model; It designs a local and global attention mechanism 
to form review representations respectively; (6) TransNets 
(Catherine and Cohen 2017), an improved method of Deep-
CoNN by regularizing the representation layer to be simi-
lar with actual target review; (7) MPCN (Tay et al. 2018), 
multi-pointer co-attention. It operates with a gumbel-soft-
max based pointer mechanism to select the most important 
reviews; (8) NARRE (Chen et al. 2018c), neural attentional 
rating regression with review-level explanations; (9) HARR-
help, a variant of our approach without incorporating review 
helpfulness information. In this implementation, we pertain 

Table 1  Statistics of our dataset

Helpfulness denotes the number of valid reviews with more than 10 
votes, which we use to train for helpfulness prediction task

Dataset # Users # Items # Reviews # Helpfulness

Movies 123,960 50,052 1,697,533 213,606
Electronics 192,403 63,001 1,689,188 107,502
CDs 75,258 64,443 1,097,592 164,635
Toys 19,412 11,924 167,597 8091

Fig. 5  Distributions of Helpfulness scores

Table 2  Classification results of the auxiliary helpfulness prediction 
task

High F1 scores on all datasets ensure the accuracy of helpfulness 
score inputs in the rating prediction task

Dataset Precision Recall F1 score

Movies 0.9338 0.8655 0.8984
Electronics 0.8884 0.8564 0.8721
CDs 0.8728 0.9075 0.8898
Toys 0.8689 0.9056 0.8869
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the hierarchical CNN architecture with attention to form user 
and item representations from reviews.

In practice, we train all MF based models till conver-
gence. For interaction only models, the embedding size is 
set to 50. For text involving ones, we use the same Google 
embedding as our method. Also, CNN filters and window 
sizes of all the convolutional structure are set to be the same 
with our method. For D-ATT, the global attention layer uses 
filter sizes of [2, 3, 4]. We use two transform layers in the 
TransNets model. In MPCN model, the number of pointers 
p is fixed as three. Since some baseline methods don’t model 
relative review importance, we assign a special delimiter 
token to separate reviews within a user/item document for 
DeepCoNN, TransNet and D-ATT. If FM is used, the num-
ber of factors is set to 10.

Table 3 reports the results of our experiments. Comparing 
our HARR method with other baselines, several observa-
tions can be made.

First, neural methods beat traditional matrix factorization 
(MF) methods significantly. Several reasons may account for 
this. To begin with, non-neural methods like MF or latent 
dirichlet allocation (LDA) only capture statistical distribu-
tion, even with reviews as input (HFT). They extract fea-
tures rather than semantic meanings. On the contrary, neural 
based methods mostly use CNN as encoder, which have been 
proved to be effective in extracting local text meaning (Con-
neau et al. 2016; Le et al. 2018).

Second, methods using attention mechanism generally 
perform better than other neural methods. This is intuitive 
since online reviews are noisy and repetitive, using attention 
can help select the most informative information for recom-
mendation. However, different implementation of attention 
matters in model performance. D-ATT uses both local and 
global attention to form review representations from words. 
MPCN improves performance by utilizing multi-pointer 
attention to model relevance between different reviews. For 
NARRE, it enables an automatic choice of review impor-
tance, thus performing better.

Third, compared to other neural models which also 
employ attention to select important information, our 
HARR-help approach achieves the best results. Among other 
neural baselines with attention, some methods concatenate 
all sentences in a review (e.g., D-ATT, MPCN, NARRE), 
ignoring relative importance between review sentences. 
Meanwhile, some others merge all reviews into a long doc-
ument to form user or item representations (e.g., D-ATT, 
MPCN), which also neglect that some reviews are redun-
dant or even misleading. Different with them, our approach 
learns representations from different levels of reviews in 
a hierarchical manner. Inside each level, we use attention 
to aggregate useful information and form representations 
for the upper level. Thus, our approach learns accurate 
review representations from word-level, sentence-level and 
review-level.

Fourth, our HARR approach performs better than HARR-
help and consistently reaches the best result on all data-
sets. By using the helpfulness scores of reviews as query 
attention, we explicitly introduce helpfulness information 
from online user evaluation. Therefore, HARR can select 
helpful reviews in a user-guided way and provide better 
recommendation.

4.3  Analysis on helpfulness query attention

From Fig. 6, it can be discovered that using helpfulness 
scores as query attention vectors to select the most helpful 
review indeed boosts model performances. This is because 
using helpfulness scores as query vectors enables a dynamic 
user or item representations. In some cases, a review may 
mention the price or the quality of a product, but the descrip-
tion is general and ambiguous. Take the sentence “the qual-
ity of this earphone did not meet my expectation” as an 
example, it fails to introduce much information into our 
model. In our approach, the weight of a review is assigned 
according to its quality, thus preventing our model from 
being misled by less informative reviews. The improvement 

Table 3  RMSE scores of 
different methods on different 
datasets

Lower RMSE score means better performance

Movies Electronics CDs Toys

PMF Mnih and Salakhutdinov (2008) 1.3000 1.4007 1.1696 1.3076
NMF Lee and Seung (2001) 1.2989 1.3544 1.2253 1.0399
HFT McAuley and Leskovec (2013) 1.2578 1.3141 1.0379 1.1688
DeepCoNN Zheng et al. (2017) 1.1435 1.1713 1.0223 1.0281
D-ATT Seo et al. (2017a) 1.0895 1.1696 1.0001 0.9910
TransNets Catherine and Cohen (2017) 1.0817 1.1683 1.0051 0.9869
MPCN Tay et al. (2018) 1.0696 1.1619 1.0025 0.9864
NARRE Chen et al. (2018c) 0.9877 1.0853 0.9308 0.8769
HARR-help 0.9805 1.0480 0.9183 0.8699
HARR 0.9735 0.9671 0.8915 0.8517
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on Electronics is the largest, which is in line with the fact 
that this dataset is more noisy than others. On Movies, the 
effectiveness is not much salient, since reviews of movies are 
subjective and vary between people, modeling their helpful-
ness is more challenged.

4.4  Analysis on hierarchical attention

To ascertain that each form of attention mechanism in our 
network works, we examine the relative contributions they 
make by removing certain layer each time and reporting 
performances of the remaining model. Figure 7 showcases 
the results when we remove word-level or sentence-level 
attention. According to Fig. 7, the word-level attention is 
effective in improving model performance. Since different 
words have different importance in user/item representa-
tion, highlighting keywords in a sentence for recommenda-
tion is an essential way to boost performance. For example, 
Keywords and short expressions mentioning price, quality 
and appearance can be automatically given higher weights 
in the model. From Fig. 7, we can also observe that the 
sentence-level attention is helpful in selecting important 
sentence when constructing review representations. In a 
review, a user may not directly point out the advantages or 
disadvantages of a product in each sentence, so modeling 

sentence importance is fundamental. What’s more, though 
both attentions increase rating accuracy, conclusion can 
be reached that word-level attention is more essential than 
sentence-level attention.

4.5  Case study

In this section, we will conduct several case studies to visually 
explore the effectiveness of the personalized attention mecha-
nism in our approach. We randomly select a sample user and 
a sample item and show their attention visualization results 
in Figs. 8 and 9. The helpfulness of each review evaluated 
by the helpfulness predictor was illustrated in the left side of 
the review text. In each review text area, we showcase the 

Fig. 6  The effectiveness of utilizing review helpfulness scores as 
attention queries

Fig. 7  Effectiveness of word- and sentence-level attention

Fig. 8  Visualization of the review- and word-level attention weights 
in a user example. Red bars and blue blocks represent review- and 
word- level attention weights accordingly. Darker colors represent 
higher attention weights (color figure online)

Fig. 9  Visualization of the review- and word-level attention weights 
in an item example
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word-level attention weights learned by the review encoder. 
From these two figures, we can see that our approach can 
effectively select and attend to informative reviews. For exam-
ple, the second review in Fig. 8 is assigned high attention 
weight by our approach since it reveals rich information of user 
preferences. However, the third review in Fig. 9 receives low 
attention weight since it contains limited information of items. 
Moreover, in each sentence, it can be observed that words 
indicating particular user preferences and item features are 
assigned with more weights. Thus, these results validate the 
effectiveness of our approach in selecting informative words 
and reviews to learn more accurate user/item representations.

5  Conclusion

Reviews written by customers reflect actual functionality 
of products in a simplified and user-oriented way, but suf-
fer heavily on subjectivity and redundancy. In this paper, 
we propose a helpfulness-aware review based approach for 
product recommendation. Our model learns each review 
using a review encoder and forms user/item representations 
based on these reviews with a user/item encoder. Different 
forms of attention mechanism strengthen the representa-
tion ability of our model. In the review encoder, we apply a 
hierarchical attention network to selectively encode impor-
tant words and sentences. The review representations are 
the outputs of the review encoder. In user/item encoder, we 
form each user/item representation using an attention net-
work with query vector. Each query vector is the helpfulness 
score of the related review, which indicates whether a review 
is helpful for describing the product’s quality or not. Taking 
into account that considerable reviews don’t have helpful-
ness scores associated with them, we propose a helpfulness 
prediction model to address the problem. Extensive studies 
further confirm the effectiveness of our approach in accurate 
recommendation and capturing helpful reviews.
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