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Abstract
The changes in the security environment run parallel to changes in humans and artificial cognitive systems to meet these 
challenges. In this article, the purpose is to discuss some human-autonomy teaming (HAT) design approaches (mechanisms 
for coordination): levels of automation (LOA), mixed initiative (MI), and coactive design (COAD). Specifically, we discuss 
how humans and artificial cognitive systems, exemplified as loyal wingmen, can be orchestrated to enable the handling of 
complexity and dynamics of an environment, e.g., handling military threats, and how different design trade-offs are affect-
ing mission solutions. We also discuss some consequences of various AI/ML modes used by LW, on the utility of the HAT 
design approaches. Ways of using these HAT designs in a complementary way are suggested to support coordination through 
both plan and feedback, such as by integrating external and internal feedback in prediction of future action. We illustrate our 
suggestions through a use case, which provide additional nuance to our theoretical discussion. Lastly, we provide directions 
for future research, in particular through experimental design and the use of simulation, and provide practical implications.

Keywords  Levels of automation · Mixed-initiative design · Coactive design · Human Systems Integration · Systems 
engineering · Environmental characteristics · Coordination

1  Introduction

Handling an external environment is key to many types of 
human-machine teams: e.g., the use of unmanned surveil-
lance. The changes in the security environment run paral-
lel to changes in humans and artificial cognitive systems 
to meet these challenges. In a military setting, changes in 
the environment are exemplified by novel technologies of 
adversaries such as in high-speed and high-precision mis-
siles that can be deployed to ensure anti-access area denial 
(A2AD) capabilities, i.e., ability to control access to and 
within an operating environment. While novel humans and 
artificial cognitive systems may be important to handle such 
situations, it is important to enable the use of the technolo-
gies so that they will actually have the effect of reducing 
threats. In this paper, we discuss some human-autonomy 
teaming (HAT) design approaches (mechanisms for coordi-
nation) to handle a changing environment. Specifically, we 

discuss levels of automation (LOA), mixed initiative (MI), 
and coactive design (COAD). We discuss how humans and 
artificial cognitive systems can be orchestrated to enable the 
handling of complexity and dynamics of an environment, 
e.g., handling military threats, and how different designs 
are affecting mission solutions. Specifically, we suggest 
that there are trade-offs between the HAT designs so that 
LOA and, to some degree, MI provide better coordination 
in low complexity and low dynamics environment, while 
COAD could support coordination in high complexity and 
high dynamics. LOA and MI could be relatively less costly 
in low complexity and dynamics while the opposite holds 
for COAD.

Ways of using these HAT designs in a complementary 
way are suggested to support coordination through both pre-
scribed route planning and feedback, such as by integrat-
ing external and internal feedback in prediction of future 
action. We illustrate our suggestions through a conceptual 
use case of a fighter jet and loyal wingman drone collabo-
ration, which provide additional nuance to our theoretical 
discussion. We consider how different artificial intelligence 
(AI) and machine learning (ML) modes of the LW may 
influence the utility of different coordination mechanisms. 
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Lastly, we provide directions for future research and practi-
cal implications for drones in difficult rescue operations and 
the widespread use of such drones in a military setting to 
ensure endurance and reach.

In the use of loyal wingmen, there are often require-
ments for “tightly coupled interaction between humans and 
machines” (Lyons et al. 2021, p. 2). This underscores the 
need for human-autonomy teams (HATs) defined as “at least 
one human working cooperatively with at least one autono-
mous agent (McNeese et al. 2018), where an autonomous 
agent is a computer entity with a partial or high degree of 
self-governance with respect to decision-making, adapta-
tion, and communication (Demir et al. 2018; Mercado et al. 
2016; Myers et al. 2019)” (O’Neill et al. 2022, p. 904). We 
further define autonomous agents as any “computer-based 
entity that is individually recognized as occupying a distinct 
team member role” (O’Neill et al. 2022, p. 907). They are 
“capable of making decisions independent of human con-
trol (Vagia et al. 2016)” (Lyons et al. 2021, p. 3), and, as 
suggested by O’Neill et al. (2022), autonomy is a matter 
of degree. Related, but not similar, notions to HAT such as 
human-automation-interaction (HAI) have also been coined 
to cover parts of this collaboration (Kaber 2018a; O’Neill 
et al. 2022). A problem facing HAT is how to be able to 
adjust own actions, both human and machine, taking into 
account environmental characteristics, in such a way that the 
HAT is continued and able to perform the joint tasks despite 
various environmental conditions. Prior research has sug-
gested that when complexity of the environment is low, more 
decisions may be delegated to the computer entity, but when 
the complexity increases human control is needed (Abbink 
et al. 2018). Furthermore, prior research indicates that task 
resolution, of both human-to-human and human–machine 
teams, is impaired, in general, when complexity increases 
(O’Neill et al. 2022).

However, the degree to which more complex situations 
can be handled by machine and humans may depend on the 
different designs of HATs ranging from planned levels of 
automation (LOA) and adjusted automation (AA) via mixed 
initiative (MI) to enacted coactive designs (COAD) (Bekier 
2013; Jiang and Arkin 2015; Kaber 2018a). We define and 
discuss below these concepts and theories. Complicating 
the way one designs collaboration is that both machines and 
humans vary as to their capabilities both between entities 
and over time in an entity. Some research is, for example, 
more optimistic concerning the ability of technology to han-
dle unforeseen situations (Goodrich et al. 2022; Lundberg 
et al. 2021). However, with the aid of an Adjusted Auto-
mation Acceptance Model, the type of user, in this case, 
a professional user, can impact on automation acceptance 
(Bekier 2013, p.181). A concrete example is the develop-
ment of drones that over time have developed to more adapt-
able entities. In our case, in the development of LW, the use 

of a priori and reactive AI/ML modes is an example of the 
versatility of the autonomous entities. Kaber (2018a) also 
points out that humans vary according to how they handle 
workload and the way they make decisions, sometimes try-
ing to satisfy rather than optimizing.

We suggest that environmental characteristics, specifi-
cally complexity and dynamics (defined below) and their 
influence on coordination and performance (Mouloua et al. 
2020), will vary according to the HAT design used and the 
capabilities and behaviors of both human and machine. Prior 
research have pointed out that HAT models are in need of 
further description and of taking into account the actual 
variability of human and machine capability (Kaber 2018a; 
Endsley 2023). Lundberg and Johansson (2021, p. 382) also 
pointed out that there are “pitfalls associated with dividing 
control between humans and machines according to unidi-
mensional and categorical models.” O’Neill et al. (2022) in 
a similar vein developed further a LOA model by extend-
ing the unidimensional levels of autonomy to the second 
dimension of levels of autonomy, thus problematizing and 
extending a much used model of HAT.

However, much of this research, to our knowledge, is still 
focused on developing further the LOA model and, to a less 
extent, discussing in depth other models. We broaden this 
outlook and suggest that MI and COAD are particularly rel-
evant as ways of conceptualizing HAT taking into account 
more dynamic interactions between man and machine than 
the LOA perspective. By comparing and contrasting these 
approaches to HAT, we aim to contribute to the need for 
developing more unified theories of HAT as suggested by 
O’Neill et al. (2022, p. 927). Specifically, we discuss LOA, 
MI, and COAD, in the face of environmental complexity 
and dynamism, and suggest that the three HAT designs have 
strengths and weaknesses, and to overcome such trade-offs, 
one may use different HAT in concert.

For example, delegating tasks using a LOA frame-
work may reduce communication costs, while COAD may 
increase synergies among human and computer entities. 
Thus, interfaces (Rico et al. 2018) need to be refined in 
parallel to advancements in the capabilities of autonomy, 
especially with the vision of a human operator and intel-
ligent agent dynamically collaborating to solve problems 
and share task completion in a manner similar to effective 
human teams, e.g., supporting peer-to-peer type communica-
tion between human-autonomy team members (Schraagen 
et al. 2022). We ground these suggestions on dynamic deci-
sion theory (DDM) and organization theory, which points to 
the complementarity of feedforward (planned coordination), 
and feedback (coordination through adjustments) (Brehmer 
1992; Brehmer 2010; Chanel et al. 2020; Simon 1957) in 
order to handle different problems, e.g., problems of sched-
uling and problems of unforeseen events. We argue that it 
is important to use these fundamental theoretical works in 
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organizational research as a basis for the use of more spe-
cific theories, such as phase theories of team collaboration 
as suggested by O’Neill et al. (2022). The broad notions of 
feedforward and feedback underlie in many ways in effective 
teamwork as indicated by Lyons et al. (2021, p. 5) and would 
also apply to HAT through their suggested aspects of HAT: 
signaling intent, promoting shared cognition, and monitor-
ing performance (Frazier 2022; Johnson et al. 2011; Mathi-
assen and Nummedal 2022; Minos-Stensrud et al. 2021; 
Nummedal 2021; Sheridan and Ferrell 1974).

In less complex situations, LOA may be preferred 
because less feedback is required. A dominant feedforward 
(command-based) coordination mechanism based on a high 
degree of pre-programmed and role-based assignment of 
authority. On the other hand, it requires that formal roles 
and capabilities (of human and machine) must be defined 
prior to task resolution, something that could be increasingly 
difficult to foresee when complexity and dynamics increase. 
MI and, to an even larger extent, COAD may be (at least 
initially) too reactive to fully function in time-critical tasks.

On the other hand, in highly complex situations, more 
elements need to be observed, processed, and potentially 
communicated about in order to coordinate between man 
and machine. There may be a likelihood that the tasks cannot 
be as easily divided in high complexity and high dynamic 
situations as in low complex and low dynamic situations. 
We may posit that increased interdependence among coor-
dinating elements in an extended socio-technical multiteam 
(Luciano et al. 2020) that includes non-human actors leads 
to increased coordination requirements on the boundary of 
this arrangement. As the degree of interdependence between 
entities increases, the need to process more information 
increases. In such situations, HAT designs that rely on 
feedback should function better, and MI and, perhaps, even 
more COAD could be chosen rather than LOA. A dominant 
feedback (e.g., threat-based model) coordination mechanism 
based on a high degree of reactive feedback and operator-
based assignment of authority will promote this type of 
arrangement (informal control).

In other words, there may be trade-offs between the HAT 
designs. To compensate for the trade-offs using the different 
HAT designs in concert could be a solution. An integrated 
information model of fully integrating feedforward and feed-
back with a goal generator (e.g., an adaptive route planner) 
will promote this evolution (formal and informal) adjusting 
who coordinates based on both (pre-programmed) role and 
(individually and situated selection of) operator most suit-
able to mitigate any gap of authority (Johnson et al. 2018). 
For example, MI (and/or COAD) could be used together 
with dynamic LOA levels (Petousakis et al. 2021; Schmitt 
et al. 2018; Lindner et al. 2022). Comment on Miller and 
Parasuraman (2007) could be used to ensure predictability in 

a COAD design. In this way, planned and emergent activities 
could be joined.

On this background, the purpose of this article is to eluci-
date the following research question: How do different HAT 
designs contribute to support the coordination of task under 
various environmental characteristics? In this article, we 
thus discuss how HAT designs, specifically levels of auto-
mation, mixed initiative, and coactive design, may support 
changes to the workflow between man and machine in a mili-
tary mission (Fitts and Jones 1947; Sheridan and Verplank 
1978; Parasuraman et al. 2000), due to different environmen-
tal characteristics. This article thus explores some parts of a 
research gap identified by O’Neill et al. (2022) who call for 
investigating the role of different task conditions for HAT 
designs. We do so by focusing on certain characteristics of 
the task environment. We also build on and extend the prior 
work that we have done on HAT designs. In a 2021 paper, 
we discussed the prospect of HAT teaming in the context of 
unmanned combat aircrafts collaborating with fighter jets. 
Stensrud et al. (2021) indicated that the dynamic of tasks 
would influence the type of coordination between human and 
non-human entities requiring a mix of formal and informal 
mechanisms, but here, we add the influence of environmen-
tal complexity and look upon a less controllable empirical 
setting. We discuss a use case building on prior empirical 
and conceptual work that we and others (Hamstra et al. 
2019; Frey et al. 2018) have done regarding F-35 and loyal 
wingman, employing different AI/ML modes, an unmanned 
drone (e.g., Stensrud et al. 2020; Stensrud et al. 2021; Sten-
srud and Valaker 2022). Finally, we discuss future research 
and practical implications. In particular, we consider experi-
mental designs as well as potential for simulation to support 
the analysis of the coordination schemes.

2 � Use case

We are illustrating the three different HAT designs with 
the collaboration between fighter aircraft (e.g., F-35) that 
collaborate with loyal wingmen (e.g., surveillance drones) 
to solve missions (Rebensky et al. 2022). There is a need 
for an interaction mechanisms, i.e., HAT design, in order 
to ensure coordination. These tactical man–machine sys-
tems are embedded in a larger organization (multinational 
military organization) which directs the activities of the 
fighter aircraft and loyal wingmen, illustrated in Figs. 1 and 
2. Figure 1 illustrates a prescribed socio human capabil-
ity that includes non-human actors and limitations that are 
considered, and Fig. 2 illustrates an emergent and dynamic 
handover take-over event with a changed socio human capa-
bility that expands the ability to include non-human actors. 
The lower part of Figs. 1 and 2 illustrates the fighter aircraft 
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Fig. 1   Prescribed socio-technical multiteam that includes non-human actors (adapted from Stensrud et al. 2020)

Fig. 2   Emergent socio-technical multiteam that includes non-human actors (adapted from Stensrud et al. 2020)
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and loyal wingman system and its relation to the larger 
organization.

We draw on prior unclassified reports by RAND to form 
a use case:

“ (…) low-observable, multirole F-35 Lightning II 
Joint Strike fighter could be used as both a sensor and 
a shooter in a SEAD campaign.7 Still, air planners 
will likely want to reduce the amount of time that F-35 
aircraft spend in highly contested airspace by leverag-
ing space-based ISR to help locate adversary SAMs 
[surface-to-air-missiles].8 Using long-range precision 
ground fires would also increase the firepower avail-
able to strike targets, offer a redundant capability to 
strike SAMs if aircraft need to leave the area, and com-
plicate an enemy’s defense planning (…)” (Priebe and 
Douglas 2020: p. 37). We extend this case to include 
loyal wingmen (Stensrud et al. 2020) that augment and 
are complementary to the F-35 (Frey et al. 2018). The 
loyal wingmen are drones that could but used in a for-
ward position both to surveil and attack an enemy air 
defense system.

3 � Effects of different system design 
approaches on coordination 
under different environmental 
characteristics

We now discuss how LOA, MI, and COAD may support 
coordination in the two types of environmental character-
istics: complexity and dynamism. We define coordination 
as the integration of interests, understanding, and activities 
to reach a common goal (Mathieu et al. 2018; Van de Ven 
et al. 1976; Kouchaki et al. 2012; Grote et al. 2018). We 
define complexity as the number of elements and number 
of relations among elements in an environment (Schneider 
et al. 2017) and dynamics as the rate of change in elements 
in the environment (Dess and Beard 1984). We specify these 
dimensions in the case to the following: the number of ele-
ments in the enemy-integrated air defense (e.g., number of 
radars, missile launchers, and C2 nodes), which is the com-
plexity of the environment, and the variability of an addi-
tional air threat (e.g., number of incoming enemy fighter 
aircraft) which is the dynamic characteristic. We assume 
that in all conditions, a set number of elements in the SAMs 
should be stroked (even though the total number of SAMs 
increases), and we keep the number of friendly airframes 
constant. The low complexity and low dynamic conditions 
are illustrated in the planned mode in Fig. 1, while the high 
complexity and high dynamics are illustrated in the emergent 
mode in Fig. 2. We now summarize key definitions of the 
three HAT designs and illustrate how they may be utilized 

in the case of F-35 and loyal wingman collaboration in a 
SEAD mission that we described above. Before doing so, 
we introduce the principal AI/ML modes employed by the 
developmental LW of our case and discuss how these modes 
may handle various environmental contingencies.

The LW systems can be differentiated according to not 
only the “payload” that they carry but also the AI/machine 
learning architecture that they use. The LW system in its 
current form is using a reinforced learning approach for 
route planning with respect to use the LW for sensor tasks. 
This consists of algorithms for an efficient detection process 
which allow for optimizing the search patterns of the LW 
area of operation. Two different ways are used to accomplish 
“optimization.” Random and “perfect” search are two modes 
that the LW system uses. Random search is dependent on 
the “a priori” search pattern, while the “perfect” search is 
based on uniform search, which basically means searching 
the whole area. The human operator can actively decide 
what pattern is used by the LW. Similar algorithms may be 
thought for other uses of the LW such as electronic attack 
and thus represent a random and perfect mode.

The next step in development is the combination of the 
two modes. The two modes utilize different starting values, 
and if both types of valuables are available, then the human 
operator may orchestrate the different modes.

Another way of conceptualizing the different AI/machine 
learning schemes employed by the potential LW is the delib-
erate and reactive architecture and the combination of these 
two modes. In general, one may foresee that more elabo-
rate deliberate modes of AI/machine learning may lead the 
human operator to delegate more tasks and decisions to the 
LW. On the other hand, the reactive mode may require more 
specific instructions as the LW tries to solve tasks. On a gen-
eral note, if the environmental complexity and dynamics is 
low, one may prefer to use the deliberate AI/machine learn-
ing architecture because it is easier to foresee the inputs and 
rules for efficient use of the LW since the environment is less 
complex and dynamic. In these circumstances, there may be 
less need for time-critical man–machine teaming, but rather 
some extensive involvement from humans in planning and 
assessing the LW tasks. Conversely, when the environmental 
complexity and dynamics is high, one may use the reactive 
AI/machine learning mode because one wants to inform 
the LW decisions in a more updated way about information 
not foreseen initially in the task resolution. Such situations 
may lead to a higher degree of teaming between the human 
operator and the LWs as the LW tasks are carried out. In 
tasks which contain a mix of the two, a parallel use of both 
modes may be very much desired, e.g., if one area that must 
be surveilled is stable while another is highly dynamic, or if 
there are areas of low complexity and areas of high complex-
ity simultaneously.
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We now go through the relation between LOA, MI, and 
COAD and how they may be dynamically used as modes 
of collaboration between F-35 and loyal wingmen. Moreo-
ver, as generally discussed above, one may foresee different 
implications of the AI/machine learning modes for auton-
omy and teaming, and we will remark on such implications 
to the end of our discussion.

LOA concern prescribed “levels” where the human does 
“everything to a level where the computer does everything” 
(Sheridan and Verplank 1978, p. 8–5), and the research have 
been concerned with how LOA changes the working con-
ditions for human operators (Fitts and Jones 1947; Sheri-
dan and Verplank 1978; Parasuraman et al. 2000). LOA 
is focused on the task itself and what subtasks man and 
machine respectively should carry out. Several extensions 
and modifications to the original framework have been made 
(Vagia et al. 2016); a recent example is Cabrall et al. (2018), 
and it has been used in several practical applications (Hop-
kins and Schwanen 2018). One key observation is that auto-
mation may hamper visibility and as a consequence situation 
awareness of humans if used extensively. Miller and Par-
asuraman (2007), for example, suggest that LOA could be 
changed if the environment demanded and that automating 
decision-making functions “may reduce human operators’ 
awareness of system and environmental dynamics” (Miller 
and Parasuraman 2007). On the other hand, extensive auto-
mation and delegation may help perform tasks in difficult 
environments and when speed is essential (Kaber 2018a, b 
b). The research to date indicates that flexible use of LOA 
could be used to handle some environmental demands.

With respect to LOA, and to systematically visualize 
the different ways, levels of automation could be foreseen 
in the collaboration between F-35 and loyal wingman; we 
use the profiling of automation levels by Parasuraman et al. 
(2000) which is cited in Miller and Parasuraman (2007). In 

the profiling of levels of automation for the loyal wingman, 
we add the being in charge of which is the human actors’ dis-
cretion to do specific tasks. We focus on five critical tasks: 
provide sensor data, update target data, perform electronic 
attack, and kinetically strike parts of SAM sites as well as 
initial battle damage assessment (BDA).

Adjustment of levels of automation and human activity 
may be illustrated along a timeline of subtasks of a SEAD 
mission. Figure 3 illustrates a proposal for a selection of 
levels of automation for loyal wingman and for what the 
F-35 fighter pilot/aircraft can do with respect to critical 
tasks in SEAD (cf. Priebe and Douglas 2020). With respect 
to providing sensor data, we foresee that it is possible that 
the loyal wingman takes an active part and provides sensor 
data on par or better than the F-35. With regard to updating 
target data (i.e., SAM sites position, etc.), the loyal wing-
man has less discretion as we suggest that the F-35 system 
must be involved for the quality check of the data, as well 
as we want the F-35 pilot to be in charge so that rules of 
engagement (RoE) is taken care of, something that we do not 
want to delegate to the loyal wingman. Then, moving on to 
electronic attack (jamming), the F-35-system and the loyal 
wingman equal LOA but LW in a forward position. Kinetic 
strike F-35 system and pilot will be in charge because of 
RoE. However, from the point of view of the drone system 
kinetic attack, e.g., acting as a platform to deliver a weapon, 
this may, however, be relatively easier to achieve than more 
advanced types of electronic attack.

Although specific tasks could be delegated beforehand to 
the LW, the actual technological capability and capacity of 
the LW may influence to what degree the F-35 pilot actually 
delegates the tasks.

Another constraint is the degree to which the LW is able 
to communicate with the F-35 and its specific datalink 
requirements. Another approach that could be chosen is to 

Fig. 3   Levels of automation and 
human activity along a timeline 
divided in subtasks of a SEAD 
mission
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relax the requirement for the LW to solve whole subtasks, 
or substantial part of the subtasks. Rather one may choose 
the mixed-initiative approach in which the LW contribution 
is more situation dependent. The LW may, for example, pro-
vide sensor data that the F-35 system may or may not choose 
to incorporate into its task resolution. In the MI collabora-
tion, there may be high requirements for protocols of dia-
logue, but the F-35 reliance on the LW completing subtasks 
may be less. The LW may be an option that could help the 
F-35 pilot in their tasks. This may also “solve” an additional 
issue that is salient in pilot tasks, that of limited time and 
span of attention by the human pilot. Somewhat paradoxi-
cally in the LOA framework, one may be more dependent on 
the LW than in the MI framework. In the LOA framework, 
there may be more attention needed to track the LW contri-
bution to the overall SEAD mission.

The MI approach distinguishes itself from LOA by posit-
ing a more equal role for the machine and has been described 
as “a flexible interaction strategy in which each agent 
(human or computer) contributes what it is best suited at 
the most appropriate time” (Allen et al. 1999, p. 14). Gom-
bolay et al. (2017) investigated key gaps in prior literature by 
assessing how situational awareness is affected by the level 
of autonomy in mixed-initiative scheduling for human–robot 
teams, the effects of increased or decreased workload in 
human–robot team fluency, and the role of workflow prefer-
ences in robotic scheduling.

With respect to MI, we make some examples of what 
the F-35 can contribute to in a situation, and what the LW 
can contribute to in Table 2. For example, in a situation, the 
LW is better placed to do a specific part of the task (e.g., 
electronic attack), and at the same time, the F-35 is best at 
kinetic, while in another situation, it is more suited to do 
general sensor coverage because it can be closer to enemy 
forces, versus F-35 will do the targeting process due to its 
better sensor-fusion and due to legal requirements that a 
human in the loop should do final clearance, etc. Based on 
Allen et al. (1999), we propose that joint activity is about 
interaction and negotiation, i.e., mixed initiative within a 
dialogue framework between the F-35 system and loyal 
wingman (Table 1), and becomes more adaptable to the situ-
ation than the prescribed LOA framework.

A mixed-initiative system offers applications (e.g., an 
interactive planning application) where both the user (e.g., 
a pilot) and agent (e.g., a (pre-configured) loyal wingman) 
are notified if the situation or plan changes. At this basic 
level, the mixed-initiative system does not then coordinate 
the subsequent interaction on this first step allowing unsolic-
ited reporting. The next level (table) involves subdialogoue 
initiation, and the mixed-initiative system asks for authori-
zations (pre-clarification and post-assessments) that might 
take several fixed subtask interactions between F-35 system 
(pilot) and loyal wingman (agent). Mixed-initiative system Ta
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is responsible for choosing routes, communication (emission 
control), and refueling for each action along the pre-planned 
timeline of subtasks of a SEAD mission. At the final negoti-
ated mixed-initiative level, there are no fixed assignments of 
responsibility or initiative. According to Allen et al. (1999), 
the mixed-initiative system supporting the F-35 system (a 
pilot-squad-lead or more operators) and loyal wingman will 
help to monitor the current task solution evaluating whether 
it should take the initiative in the interaction with the F-35 
system and loyal wingman, basing this decision on many 
factors (demands and workload of the agent(s) (loyal wing-
men) and risk of the F-35 system (pilot)) to interfere. An 
assumption in the MI design is that the one entity best able 
to carry out a subtask should take the initiative to do so, 
agnostic of whether it is man and machine. In this way, it, in 
a sense, incorporates in its mechanism some idea of whether 
an entity is fit to do the particular subtask, thus requiring at 
least a basic understanding of the current status of an entity 
in relation to the task and the environment. Later on, Jiang 
and Arkin (2015) have developed this definition to encom-
pass robots. Jiang and Arkin (2015) suggest that feedback 
from an external environment or inferred state of environ-
ment can trigger initiative in a reactive or deliberate way; 
however uncertainties of the environment can make initiative 
reasoning challenging (Kirlik et al. 1993).

Moving to COAD, one of the key components of COAD 
is to emphasize collaboration rather than delegation as prin-
ciples of man–machine interaction. COAD emphasizes the 
observation of and sharing of knowledge of own status and 
knowledge of internal interdependencies and external envi-
ronment, as well as the predictability of own actions in order 
for others to rely on them and direct behavior and be directed 
(Johnson et al. 2014). Johnson and Bradshaw (2021) explain 
the problem of people becoming unaware of changes in the 
environment and system states when changes are under con-
trol by other agents, by the idea that the system is opaque 
to the users. They claim that support for interdependence 
could mitigate such issues. In general, the COAD extend the 
notion of human–machine teaming to a more systemic view 
than what LOA and MI do, as it emphasizes the information 
sharing (on OPD) between entities, something that is more 
restricted in the LOA and MI. COAD entails three essential 
interdependence relations—observability, predictability, and 
directability (OPD) (Johnson et al. 2014)—by defining roles 
and individual requirements (Johnson et al. 2011). Johnson 
et al. (2014) claim that it is an inverted relationship between 
automation and interaction, and COAD is emphasizing the 
interaction. One of the many advantages of COAD is the 
focus on core interdependence relations that can provide a 
formative tool for designers called Interdependency Analysis 
(IA). Interdependency Analysis (IA) supports what could 
be automated, and as a fundamental principle of COAD, 
interdependence must shape automation.Ta
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With respect to COAD and Continuum of Task Control 
(Frame et al. 2020) in human-autonomy teaming, the require-
ments for a future loyal wingman coactively collaborating 
with F-35 pilot need to be further investigated, e.g., concern-
ing observability and controllability. This is partly discussed 
in Frame et al. (2020) about the Continuum of Task Control 
in human-autonomy teaming with different levels of adaptive 
automation, and concerning an applied surveillance, due to 
workload and human factors. The case example mentioned in 
the article of Frame et al. (2020) is the Traffic Collision Avoid-
ance System (TCAS). Though a silently operating loyal wing-
man may succeed with its task, e.g., operating solely alone pro-
viding sensor data, updating target data, whether choosing soft 
or hard kill solutions, still, automation level and/or being in 
charge are more than a technical question due to law of armed 
conflict (LOAC) and rules of engagement (ROE) (i.e., despite 
of a sophisticated and costly LW solution). Frame et al. (2020) 
are exploring Task Allocation in Operational Surveillance and 
adaptive automation and problematize that supervisory con-
trol may consist of restriction for the human in the loop, i.e., 
introducing dilemmas with a highly automated system with 
the most direct control over a few, but specific task operations. 
However, it will possibly be dependent upon updates from its 
autonomous mates when in danger.

A loyal wingman which is able to autonomously engage 
with its environment in direct interaction, involvement, and/
or interdependency with the pilot/squad lead (mission com-
mander) and other artificial and autonomous entities in order 
to meet a certain objective may cooperate most effectively 
when continuously under task control (Sycara et al. 2020) 
and updating its world status. This is exemplified by arche-
types in Stensrud et al. (2020) and in the human-autonomy 
teamwork of Sycara et al. (2020) supporting coordinated 
team activity. Tasks delegated to the LW under strong emis-
sion control (radio silence) may be needed. Though a radio-
silent, highly dedicated LW will be less costly for the human 
in the loop but require a pre-programming effort up-front. 
However, a smart HAT approach is needed when a LW are 
to cooperate with other entities, besides deciding and acting 
on an individual basis (according to LoA), and we should 
believe that both the pilot and LW complement each other’s 
decision-making process and actions perhaps best supported 
by a MI approach. However, in order to do so, a LW must 
be able to “understand” and sense the environment that is to 
“understand” complex rules of engagement (relative to the 
activity), i.e., to be both controllable and observable, adapt 
effectively to the changes in the environment, and to com-
bine tasks (i.e., to be adapted by COAD approach of HAT).

A concrete example of observability of F-35 and LW may 
involve a third party. The interdependencies to a third party 
(like a mission commander/battle captain) monitoring and 
following a task resolution, e.g., a squad of F-35s that tries 
to do the suppression enemy air defense (SEAD) mission 

as usual, are “followed” by a LW that learns the (potential) 
interdependencies and that tries to predict what to do, over 
time directability, and learns how to make contributions to 
the SEAD mission resolution, not necessarily as a “forward-
”observer or -shooter, but also in rear positions, based on the 
observed needs for the F-35. This could be a defensive unit 
protecting a high-value unit from inadvertent attack by a 
group of agents using defending robots (Grover et al. 2022). 
Solutions are not easy to foresee or derive from a top-down 
decomposition of the SEAD task.

One way to move forward with the COAD as a strat-
egy for collaboration is to use simulation where one may 
observe the interactions between the F-35 and LW in an 
easy and controlled way. This may give ground for trying 
out specific protocols of collaboration live in later stages of 
development.

The different AI/machine learning architectures by the LW 
system could imply more refined implications for autonomy 
level and teaming. In situations of low complexity and low 
dynamics, we foresee the deliberate “a priori” architecture 
to be chosen, and for this type of AI/machine learning to be 
efficient, we assume that delegating decisions extensively will 
lead to better performance of the LW. However if one employs 
less delegation of tasks, this may lead to less optimal use of the 
LW in these circumstances. The opposite may hold in highly 
complex and dynamic situations where employing deliberate 
architectures may lead to less performance by the LW. Rather 
using the reactive mode and being able to utilize mixed initia-
tive or COAD type of coordination mechanism may lead to 
better performance by the LW system. Being able to select the 
appropriate AI/machine learning schemes according to cues of 
the level of environmental complexity and dynamics may thus 
be central. An important feature for the human operator, as 
well as the LW system itself, is to be able to sense and foresee 
changes in such levels and thus proactively select an appropri-
ate AI/machine learning architecture as well as an appropriate 
approach of collaboration: LOA, MI, or COAD.

We evaluate coordination, as in our discussion above, 
but also add considerations of costs of coordination in the 
different HAT designs. The results of our analysis based 
on experience from workshops with military officers are 
presented in Table 2. We do not present results for the low 
dynamics as we focused on the critical issue of handling 
high dynamics. Largely, our analysis of the empirical use 
case conformed to the theoretical discussions, although it 
provided some granularity to the theory. Overall, similar 
to the discussion of the case, it was highlighted that LOA 
were preferred in less complex and less dynamic situations, 
and MI and COAD were preferred when complexity and 
dynamics increased. With respect to LOA, it highlighted 
the relatively low to medium cost of planning (i.e., deciding 
beforehand who does what and delegate) even in low com-
plexity. With respect to MI, the cost of making interfaces 
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between man and machine to accommodate transactions was 
highlighted. In high dynamics situations, it also suggested 
that the humans in the MI mode need to prioritize tasks on 
a high level rather than do detailed interaction with technol-
ogy. Prioritizing tasks would require advanced technology. 
Regarding COAD, the case illustrated the cost of using this 
method for low complexity and low dynamics because of the 
lack of delegated and planned (initially) task allocation. It 
should be noted that these suggestions are preliminary and 
need further refinement through subject-matter expert input 
as well as experimentation (Table 3).

4 � Discussion

Our preliminary theoretical analysis and analysis of a use 
case indicate that LOA, MI, and COAD could be comple-
mentary in terms of supporting coordination under high and 
low complexity and high and low dynamics. This largely 
confirms prior research, but our study may open up the dis-
cussion of how the different HAT designs could be used 
in concert to support difficult missions. It also described 
the potential role of different AI/ML modes for handling 
environmental contingencies and selection of coordina-
tion mechanisms. We now point to some avenues for future 
research and practical implications.

4.1 � Future research

A key extension to this work is to define more clearly what 
the different HAT designs could offer in the particular case 
discussed and in other relevant cases. As pointed out by Kaber 
(2018a), there is a need to generalize beyond particular con-
texts of collaboration between man and machine. Defining the 
more general requirements for the collaboration and the capa-
bilities of the autonomous agent may thus be crucial. In this 
respect, the dimensions of autonomy, perception of the agent 
as humanlike, and interdependence (Lyons et al. 2021) could 
be explored as dimensions that characterize LOA, MI, and 
COAD and influence their utility in different environmental 
conditions influenced by different LW with different configu-
rations of AI/ML modes (e.g., a priori and/or reactive modes). 
Such an analysis could, for instance, detail the communication 
requirements, the rules for delegation, and the mechanisms for 
updating among entities offered by the designs.

Based on our findings, we can provide design guidance 
for roboticists developing intelligent collaborative robots 
that, for example, engage in mixed-initiative decision-mak-
ing with human participants, e.g., a blueprint for further 
experimentation. More work is needed on defining how the 
trade-offs between HAT designs could be overcome, e.g., 
through developing COAD and its interface to LOA and MI. 
We conducted only a very general discussion of the costs of Ta
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different designs in different situations. It is likely that the 
cost will also change over time as the actors learn how to 
operate in the environment.

Using the model of cost in the aviation industry devel-
oped by de Pasquale and Savill (2022), one may point at 
direct operating costs that are under the control of the manu-
facturer such as flying cost and maintenance cost, in addition 
to those not under direct control of the manufacturer such 
as financial cost. We point to some of the flying costs that 
could be relevant and some costs related to the airframes 
(maintenance costs). Such costs could be very relevant to 
consider in combination with the costs of teaming between 
the human and the LW system. Future research could exam-
ine, for example, the attention required from the human pilot 
to monitor and provide tasks to the LW system. This may 
be considered a flying cost and cockpit crew cost in terms 
of requiring, for example, different crews that are needed if 
the demand is high on interacting with the LW system. Per-
haps, one may need to use more traditional ways of operating 
drone systems such as remotely piloting the drones in addi-
tion to the fighter jet pilot providing some orders, if there is 
a high task load perceived by the fighter jet pilot. In addition 
to these costs, the development cost of the LW system, such 
as developing advanced AI/ML modes, is important to fac-
tor in. All these costs could be examined in more detail and 
should inform whether a LW system is feasible and yields 
the desired benefits relative to costs. What could be seen as 
a cost could however also be seen as a critical condition to 
implement the LW system, and a consideration of balancing 
costs and benefits is therefore crucial.

In the case of fighter aircraft and the loyal wingman 
drone collaboration, future research may examine the value 
of introducing the loyal wingman. One particular issue is to 
examine what are the task load for the fighter pilot of using 
different collaboration designs, and the value for overall mis-
sion resolution. One may compare the use of fighter aircraft 
only with the use of loyal wingman. Furthermore, one may 
compare the utility of fighter aircraft and loyal wingman 
with different capabilities and capacities. Finally, one may 
use the loyal wingman in either a distinct LOA framework 
or more interactive designs such as MI and COAD. Moder-
ating these different experimental conditions could be the 

variables mentioned as particularly important to tackle in 
future research by Lyons et al. (2021) such as (a) commu-
nication of intent (back and forth between the fighter pilot 
and the loyal wingman) and specifically related to the issue 
of feedback and (b) mutual monitoring and facilitation of 
joint attention. Further training and implementation of HAT 
designs in live missions may need to be carefully designed.

Several experimental research designs may be used to help 
test the assertions we make. For example, the comparison 
of the different collaboration designs in differing levels of 
environmental complexity and dynamics could be compared. 
Added to this, the type of AI/machine learning architecture 
used by the LW system should be considered. To simplify, one 
may systematically consider the appropriateness of LOA, MI, 
and COAD in a 2 × 4 experimental design. The various condi-
tions are either the (1) deliberate or (2) reactive architecture 
for AI/machine learning in four different types of environmen-
tal conditions, namely (1) low complexity and low dynamics, 
(2) high complexity and low dynamics, (3) high complexity 
and high dynamics, and (4) low complexity and high dynam-
ics. The design is shown principally in Table 4.

In addition to the AI/machine learning schemes, there 
are, as already mentioned, other important features of the 
LW system to consider. One particularly important feature 
to consider is the type (or mix) of different payloads and 
functionalities onboard the LW such as sensor and effectors 
(kinetic and non-kinetic). Other important things to consider 
are the range, speed, and endurance of the LWs. This natu-
rally gives potentially many different variants of systems to 
examine. In our particular development projects, some of the 
most prominent aspects are the sensor capabilities and their 
endurance and range.

Simulation, an artificial or synthetic environment created to 
manage human experiences of reality (Salas et al. 2008), may 
be used to facilitate experiments. The specific systems noted 
here are particularly amenable to be included in computer-
supported simulations because they already are computer 
systems. The simulation may thus be purely computer-sup-
ported. On the other hand, through the simulation network, 
one may also connect live loyal wingmen that operate in live 
environments. More specifically, one can use the construc-
tive simulation, i.e., computer-generated LW, to examine the 

Table 4   Experimental design examining the effect of using LOA, MI, or COAD in the various AI/machine learning architectures and levels of 
environmental complexity

Deliberate AI/machine learning Reactive AI/machine learning

Low complexity
Low dynamics

Measure appropriateness of LOA, MI, or COAD Measure appropriateness of LOA, MI, or COAD

High complexity and low dynamics Measure appropriateness of LOA, MI, or COAD Measure appropriateness of LOA, MI, or COAD
High complexity and high dynamics Measure appropriateness of LOA, MI, or COAD Measure appropriateness of LOA, MI, or COAD
Low complexity and high dynamics Measure appropriateness of LOA, MI, or COAD Measure appropriateness of LOA, MI, or COAD
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role of various AI/machine learning architectures as well as 
the influence of different scales of LW networks as well as 
varying other features that are not yet implemented in a live 
LW. Such future features may be extreme endurance LWs 
and/or LWs that can hold multiple traditional functionalities 
(sensors) with novel functionality (e.g., effectors employing 
novel techniques such as laser weapons). It will be impor-
tant in a simulation/testbed to be able to tune such features. 
Moreover, it will be important to leverage the synthetic virtual 
and constructive environment to systematically vary levels 
of environmental complexity and dynamics. The number of 
entities that are undetected can be varied to illustrate levels of 
complexity, and how often certain entities appear or disappear 
can be varied to illustrate dynamics. A challenge to be tackled 
in simulating is for the live LWs to react on such synthetic 
stimuli in their sensors and effector systems. Hence, some 
simulation capability may need to be incorporated into the 
live LW platforms as well, in order for the entities to be part 
of a simulation environment.

Crucially, other characteristics of environments need to be 
discussed in more detail such as the different interpretations 
that could arise regarding an environment. Related to this, the 
filtering and transmission of environmental cues could impact 
the operation of both human and machine and thus determine 
their interdependencies and coordination. On a general note, 
the interaction of different characteristics needs to be spelled 
out in more detail, e.g., what is the consequence of a situation 
with high complexity and low dynamics versus a situation 
with high complexity and high dynamics? And how may the 
HAT system change from an a priori to a reactive mode in 
order to handle such changes in the environment?

The technical interface that could support the different 
HAT designs under different environmental characteristics 
is also in need of discussion, and related to this is the trust 
among entities. In particular, how to achieve coordination, 
between F-35s and LW, in congested and contested environ-
ments is in need of more study.

4.2 � Practical implications

A suggested practical approach to implement different HAT 
designs is to use a supportive framework for design and 
modeling interfaces to evaluate the consequences of different 
HAT designs in a practical context (Endsley 2023; Park et al. 
2020). In the development of the collaboration between man 
and machine, it seems to be important to support different 
needs and that not one HAT design (that we know of) seems 
to support all needs. Thus, in designing and supporting such 
collaboration, one may need to orchestrate different designs, 
such as making elaborate ways of delegating to the machine, 
yet also be able to get feedback from the machine and its 
environment when needed to adjust and integrate on the fly.

5 � Conclusion

While complexity may suggest that more control is to be held 
by the human, different HAT designs may ensure that control 
and goal achievement can be achieved also in complex and 
dynamic environments. Tailoring and developing further AI/
ML modes may also help the autonomous systems perform 
tasks in ways that can be adapted to changing environmen-
tal demands. A starting point for integration of teammates 
(e.g., loyal wingmen) and existing human-controlled capa-
bilities (e.g., fighter aircraft) could be to leveling up auto-
mation (building adapters and interfaces) in order to design 
approaches that utilize the best from LOA, MI, and COAD. 
The article presented a set of environmental characteristics that 
could be important to consider, e.g., complexity and dynamics, 
and pointed to trade-offs between the designs in supporting 
human–machine coordination in varying environmental con-
ditions. We hope that our preliminary discussion will enable 
teams to collaborate better by providing a common language 
and process to distribute models and share information about 
complementarities among the HAT designs. Future experi-
ments, supported by simulation, could aid in developing HAT.
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