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Abstract
Automated and highly automated vehicles still need to interact with the driver at different cognitive levels. Those who are SAE
level 1 or 2 consider the human in the loop all the time and require strong participation of the driver at the control level. Yet, to
increase safety, trust, and driver comfort with this mode of automation, systems with a strong cooperative component are needed.
In this sense, this paper introduces the design of a vehicle controller based on shared control, together with an arbitration system,
and the design of a visual human-machine interface (HMI) to foster the mutual understanding between driver and automation
while sharing driving task. The driver-automation cooperation is achieved through incremental support, in a continuum spectrum
from manual to full automation. Additionally, the design of an HMI to support the driver in a takeover maneuver is presented,
considering that this functionality is a key component of vehicle SAE levels 3 and 4. The work presented in this paper represents
the latest advances in the integration being carried out within the framework of the PRYSTINE project.

Keywords Human-machine interface . Automated driving . Highly automated vehicles . Shared control . Traded control .

Driver-automation cooperation

1 Introduction

Autonomous vehicles (AV) arise as a technological solution
to mitigate the shortcomings of manual driving. The primary
motivations are the reduction of human-caused accidents and
the realization of a more efficient driving task in terms of
energy consumption, traffic flow, and driver workload.
However, this technology is not mature enough yet for mas-
sive implementation in commercial vehicles (Brown and
Laurier 2017) as assigning human a passive role in the driving
task, presents technical, social, and legal issues (Marchant and

Lindor 2012). A technical limitation is that AVs are not capa-
ble of handling all unexpected driving situations, while a so-
cial issue is that humans like to drive and have proven to be
better drivers than machine until now.

A different approach has been to increase the automated
driving functionalities (ADF) to achieve a higher level of au-
tomation (LoA) while considering the driver as an active
agent, that is, human and machine are both members of a
unique team. This corresponds to vehicles with LoA 1, 2,
and 3 according to the standard SAE J3016 (SAE-
International 2018), where the driver remains partially or fully
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responsible for the dynamic driving task; in this perspective,
rather than a matter of LoAs, it is important to understand
which are the resources available and who—between human
and machine—can accomplish a given task. This approach
considers that there will exist constant and dynamic human-
machine interaction at different cognitive levels between the
driver and the automated system, which go further than just
receiving warning alerts, but instead, more intrusive and con-
tinuous support given by the automation. According to the
level of cooperation, the mode of operation can be classified
into two categories: shared control (Sheridan and Verplank
1978), where driver and automation execute the same task at
the same time (e.g., lane-keeping assistance system with the
driver in the control loop) and traded control, where both
execute the same task but, at different times (e.g., an autopilot
limited to highways with driver alert to resume control).

The main design challenge of the shared control mode is to
achieve a comfortable control interaction where the system
supports the driver without overloading, while at the same
time, adapting the level of assistance based on the driver
needs, with priority for the safety of the driving task,
correcting the driver intention if necessary. On the other hand,
the challenge of the traded control mode is handling the tran-
sitions between different drivers’ roles (i.e., driver and passen-
ger), as drivers commonly over-trust automation, failing in
executing an appropriated take-over maneuver. Future auto-
mated driving systems (ADS) will leverage on the potential of
both approaches by developing gradual and incremental sup-
port to adapt to the ever-changing cognitive and physical state
and needs of the driver during the dynamic driving task.

The human-machine interaction strategy has a key role in
these future systems, combining haptic steering continuous
support at the control level, with complementary assistance
of other HMI modalities (e.g., non-control haptic devices,
audio alerts and tutoring, and visual interfaces) to improve
the usability, trust, and acceptance. This collaborative HMI
concept aims to exploit the potential of the technologies and
the driver, i.e., to get the most out of the existing driver's skills
and cognitive resources according to the different roles he/she
can have while the ADS is engaged.

In traditional systems, the role of the HMI is to inform/warn
the driver while minimizing the impact on distraction.
Conversely, in highly automated systems that consider the driver,
the HMI should emphasize the authority on each task, to make
the driver always aware of his/her role. Moreover, the HMI
should be designed to increase the trust in automation and reduce
potential anxiety arising from the unexpected variation of roles.
The success of these interaction strategies relies less on extraor-
dinary intelligence and more on sophisticated negotiation of
changing context and subsequent behavior (Ju 2015).

Based on these premises, this article, as part of the work
carried out within the PRYSTINE (Programmable Systems
for Intelligence in Automobiles) project (Druml et al. 2019;

Marcano et al. 2020a), presents an initial design and integra-
tion between the haptic continuous support (shared controller)
and the complementary human-machine interface which will
help in the driver-automation collaboration, specifically a vi-
sual interface, which will offer a better understanding of the
system behavior to the driver. This article is organized as
follows: Section 2 gives an overview of the topic with a re-
compilation of related works in shared control and visual in-
terfaces; Section 3 present a technical explanation of the
shared control system, including the lane-keeping controller
and the arbitration module description; Section 4 explains the
design of the visual interface for both shared and traded con-
trol operation mode; Section 5 closes with the conclusions of
the work and future research lines.

2 Current systems and related works

The current state of technology in automated vehicles with
automatic lateral control that considers the driver as an active
agent shows two variants. On the one hand, vehicles with
ADF supporting the driver at the steering wheel, which is
the case of the Blind Spot Active System (Mercedes-Benz
2020) and Lane Keeping Assistant System. These functional-
ities activate audio warnings, and vibration on the steering
wheel when reaching the system limits (possible collisionwith
the side vehicle o reaching the lane border), and if the driver
does not react properly, the system applies a braking force to
correct the course. However, although both driver and auto-
mation are acting over the steering, the assistance is momen-
tary, and not continuous as the shared control paradigm pro-
poses. On the other hand, there are the SAE L2 vehicles with
autopilots with Lane Tracing Systems, which require the driv-
er to have the hands on the wheel each certain time to ensure
that he/she is attentive and ready to take control when needed
(traded control mode). In this case, the automation fully sup-
ports the driver controlling all the driving task, removing al-
most all possibility for driver-automation control cooperation.
Once the driver exerts a low force on the steering, the autopilot
is deactivated. This shows a gap between the two types of
automated vehicles, with space for a more cooperative ap-
proach at the control and tactical level, which is not available
in the market yet, but it has indeed been investigated by the
research community with an increasing number of works in
the last years (refer to (Marcano et al. 2020b)) for a complete
review of shared control techniques in automated driving).

2.1 The haptic steering controller for lane-keeping

Lane-keeping controllers have been designed to allow the ve-
hicle to follow a predefined trajectory using the steering wheel
as the control mechanism. This mechanism can be controlled in
three different modes according to the control signal: (1)
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position, (2) speed, and (3) torque. Most works agree that using
the torque as the control signal for the steering wheel is the best
option to improve the driver-automation cooperation at the con-
trol level, as both are using the same input to the system (Nagai
et al. 2002). This makes it possible to model the cooperation
and conflicts on the steering to design human-centered systems.
The first algorithms for shared control changed the level of
intervention based on the tracking performance, the less driver
performance (w.r.t lateral and angular error) and the higher the
control intervention from the automation (Abbink et al. 2011).
These haptic steering controllers were based on classical control
methods (e.g., proportional/derivative strategies). Later, more
advance techniques have been implemented using an optimiza-
tion framework with the inclusion of driver models (Nguyen
et al. 2018), showing several advantages such as reduction of
conflict and workload, with positive driver acceptance, while at
the same time improving the safety of the driving task when the
driver does not perform properly. Shared control algorithms
have been also considering the inclusion of driver monitoring
systems, which allows to get the state of the driver and change
the level of assistance in proportion to this variable, as different
works have proposed previously, considering the driver distrac-
tion and drowsiness (Nguyen et al. 2018; Tran et al. 2019).
Other works have considered the risk of collision as the main
factor which changed the level of assistance to increase safety
(Ercan et al. 2017).

2.2 The visual interface

These previous developments have focused attention on the
control design aspects and benefits but have not studied the
integration with complementary HMI strategies. Specifically,
to shared control, only one work has presented a draft (no
implementation on a real device) of a visual interface, with
an emphasis in the availability of the side lane to perform a
lane change (Benloucif et al. 2016). Nonetheless, the driver
interaction with this new generation of ADAS requires strate-
gies of HMI to improve the understanding and bidirectional
communication between human and vehicle automation.

In this sense, this work presents an initial design and inte-
gration between the shared controller and the complementary
visual human-machine interface which will help in the driver-
automation collaboration, adding a better understanding of the
system behavior to the driver, and also helping in the accep-
tance of such system towards the implementation in commer-
cial vehicles. This is the goal of the work being developed
under the PRYSTINE project.

2.3 The PRYSTINE project

PRYSTINE (Druml et al. 2019) has been realizing Fail-
operational Urban Surround perceptION (FUSION), which
is based on robust Radar and LiDAR sensor fusion and control

functions to enable safe automated driving in urban and rural
environments. The ADS developed in the project and de-
scribed in this paper demonstrates the potential of the
FUSION hardware/software architecture and reliable compo-
nents to handle safety-critical situations which are not reached
with not reliable state-of-the-art approaches. The reference
architecture for the integration of the modules of decision,
control, and HMI used in this project is shown in Fig. 1.

In the PRYSTINE project, a novel ADS is proposed to
assist the driver in a lane-keeping task with variable authority
considering the driver state and the potential risk of collision
with external agents. The system increases the level of inter-
vention if it detects that the driver is distracted or if there is a
risk of collision. It also alerts the driver to take full control of
the vehicle in a fluid, comfortable, and safe manner. The de-
sign of the system requires an adaptive decision and control
system able to continuously adapt to the context changes,
together with a visual HMI that supports the mutual under-
standing of the driver-automation system. The functionalities
of the system are described in the next sections.

3 Shared control system

The shared control system is composed of two specific
submodules as shown in Fig. 1. First, the shared controller,
which is a lane tracing system designed to cooperate without
conflicting with the driver through the steering. Secondly, the
arbitration module, which has the responsibility to distribute
the control authority between driver and automation. Both
combined represent the system that supports the driver with
an adaptive level of assistance. The specific functionalities of
the system are described below:

1. A controller to assist the driver in the lane following task,
with enough freedom to move along the lane, but with
enough force to guide the driver towards the lane center
considering comfort in control cooperation.

Fig. 1 Reference architecture of module integration for the driver-
automation system developed within the PRYSTINE project
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2. Border protection to avoid departing from lane using the
vibration at the steering as a human-machine interface that
communicate the driver the limits of the road, or the risk
of performing a lane change.

3. A high-level decision system that increases the controller
authority over the driver to avoid unsafe actions, especial-
ly dangerous lane-change maneuvers.

3.1 Control system

The design of the lateral controller is based on a constrained
model predictive control (MPC) for a lane following task. To
consider the driver-automation interaction, two parameters are
included within the problem formulation: (1) the strength of
haptic feedback (SoHF), which is the maximum guidance force
felt by the driver and is part of theMPC design and (2) the level
of haptic authority (LoHA) which is related to the stiffness of
the system around the optimal command and is implemented as
a proportional-derivative (PD) controller. These parameters al-
low to vary the authority of the system and therefore share the
control of the vehicle with the driver under different scenarios.
The design of the controller requires a model of the system and
a representation through differential equations. This is done
through the description of three sub-models: (1) vehicle dynam-
ic model, (2) lane-keeping model, and (3) inertial steering mod-
el. These three joined to represent the road-vehicle model (for
more details refer to (Marcano et al. 2020c)). The optimization
problem is divided in three different optimization functions:

1. Tracking performance, to follow the reference trajectory,
based on the minimization of lateral and angular errors (z-
tra = [ey, eφ])

2. Driving comfort, minimizing vehicle lateral velocity,
steering wheel angular velocity, and yaw rate, respective-
ly (zcom = [vy,w, r])

3. Control conflicts, to reduce the driver control effort, by
minimizing the control torque and the torque rate of
change (ztor = [T, ΔT]).

The lane tracking controller is complemented with a level
of haptic authority (LoHA) controller. The former assists the
driver in the path following task with the freedom to move
along the lane. The second, increase the authority of the con-
troller when the driving task increase in risk (either by driver
distraction or possible collision with the side vehicle). This
controller is designed in such manner that the force increases,
but without losing stability, resulting in a PD controller de-
pendent upon the difference between optimal steering wheel
angle (θopt) and the driver commanded steering wheel position
(θ) as shown in Eq. 1, where KLoHA is the LoHA gain, Beqis
the equivalent steering wheel damping that ensures stability,
and w is the angular velocity of the steering wheel.

TLoHA ¼ KLoHA θ−θopt
� �þ Beqw ð1Þ

Figure 2 shows the performance of the controller with dif-
ferent values of LoHA. Results indicate a good tracking per-
formance with a lateral error under the 20 cm for all gains and
angular error below 0.05 rads. The tests were performed at a
speed of 70 km/h, the yaw rate and lateral speed are low in
zones with high curvature, and the time to obtain the MPC
solution is kept under 1.5 ms, which is a positive indicator for
a control loop of 10 ms. Results show that the high lateral
acceleration occurs due to a strong change in curvature, which
is going to be improved with a real-time planner with soft
curvature.

Fig. 2 MPC lane-keeping controller performance with different LoHA
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Additionally, this controller is managed by a high-level
decision systemwhich indicates the adaptive level of interven-
tion according to the different scenarios. In the present article,
the risk during the driving task (either time to lateral collision
(TTLC) or the driver state) will be the main factor to change
the assistance of the controller in a fluid manner. The decision
system is described below.

3.2 Decision system

When both the driver and the automation are part of the dy-
namic driving task (DDT), an arbitration system is necessary
to distribute the authority over the control of the vehicle. This
authority can be dependent upon the next variables: (1)
driver’s status: which is the driver’s ability at a given time to
execute the corresponding DDT. It is commonly measured
with a vision-based system that detects the cognitive states
of the driver (e.g., distraction and/or drowsiness level), (2)
collision risk: time to a collision of the vehicle with external
agents. To correctly assess this risk, information about the
environment is needed, including the topology of the road,
other agents around, and traffic signs, and (3) tracking: the
measure of vehicle performance for tracking a pre-defined
route. It generally depends on the lateral and angular errors
of the vehicle.

If the control is shared between the driver and the automa-
tion, the arbitration module assigns the appropriate authority
to each agent. For this task, a fuzzy logic algorithm is pro-
posed that receives as input the tracking performance, the risk
of the driving task, and the steering conflict and has as its
output the LoHA of the system. This output feeds the control
module explained in section 3.1.

An initial version of the decision system is developed con-
sidering the lateral error ey (low, medium, high), the derivative

of the lateral error ėy, which indicates if the vehicle is ap-
proaching (↓), or leaving (↑) the lane, torque effort (T), repre-
sented as zero or positive, and the risk indicator (e.g., in-
creased by possible collision or by inappropriate driver state).
The if-then-rules for high driving risk is shown in Table 1. The
output of the system is the LoHA represented with three mem-
bership function as low (L), medium (M), and high (H). It
indicates the level of authority given to the controller to over-
ride the driver’s action.

3.3 Use case

Christine is bringing her baby Mark to the kindergarten when
she notices thatMark is tired and a bit nervous.Worried and in
a hurry, she speeds up continuing looking in the mirror to
monitor the baby. After some kilometers, Mark loses the pac-
ifier and starts crying and yelling. Christine gets extremely
nervous, tries to calm down the baby with some words, but
it seems not to work, so then tries to get the pacifier taking her
eyes off the road for some seconds. She cannot concentrate on
the street and starts driving erratically. Then, the ADS acti-
vates a sequence of incremental support.

The ADS detects this risk behavior and suggests keeping
her eyes on the road. Since she maintains the wrong behavior
and the lane deviations are becoming dangerous, the ADS
applies a micro-control strategy to avoid it, securing the lane
boundaries for avoiding a lane departure with a high risk of
collision alongside the vehicle, while assigning partial author-
ity to the system to help Christine in the lane-keeping task.

Even this support does not solve the situation, because
Mark is crying, and Christine is still distracted. So, the ADS
informs Christine that the automation is available for some
kilometers, and the vehicle takes full control to allow her to
look for the pacifier and take care of Mark to calm him down.
Once in full automation mode, the ADS shows its autonomy
of 1.4 km, and when the minimum takeover time is reached
(see Fig. 3), it alerts Christine to get ready to take back the
control. When she executes the takeover maneuver, the sys-
tem starts decremental support to smoothly go from full auto-
mation to fully manual.

4 Visual human-machine interface

In order to complement the haptic interaction strategy (given by
the control module in the steering wheel), a visual HMI
displayed on a full-digital instrument cluster has been designed
and implemented. The scope of the visual HMI is to provide the
driver with the information needed to dynamically understand
what the expected behavior is, and to react accordingly. In this
sense, it has the aim of increasing driver’s awareness about the
mode of the automation and thus fosters the adoption of his/her
corresponding role. According to the action that is required, in
fact, the driver should adapt the response and the type of inter-
action, at perceptual, decisional, and action level.

4.1 HMI concept and design

In order to facilitate the comprehension at a glance, each driv-
ing mode (i.e., full manual mode, shared control mode, and
full automated mode) has been assignedwith a dominant color
in the interface. The relation between the color and the state of
automation has been tested with users and will be further

Table 1 If-then-rules for high risk of the driving task of the arbitration
system

ey LOW MEDIUM HIGH

dey/dt ↓ __ ↑ ↓ __ ↑ ↓ __ ↑

T =0 L L L L M H H H H KLoHA

>0 L M M M M H H H H

L: Lowmaneuver risk; M: Mediummaneuver risk; H: High maneuver risk

29Hum.-Intell. Syst. Integr. (2021) 3:25–35



described. In order to clarify these aspects, explicit HMI
graphic elements (e.g., animations and pictograms) and text
have been designed to clarify who is in charge of the DDT.
The layout of the HMI reflects the modes of the ADS. The
HMI displayed in this chapter has been designed for the spe-
cific use case reported in Chapter 3.3, to demonstrate the po-
tential of the incremental support of the ADS developed in
PRYSTINE.

Figure 3 shows the layout for the HMI in manual driving
mode: in this modality, the ADS is engaged only to alert the
driver in case his/her state has been detected as not compatible
with the DDT. Moreover, the map is used to inform the driver
on the projection of the automation state: the vehicle path
reported on the map, in fact, is represented with the color
corresponding to the expected automation state.

This feature is used to allow the driver to have a projection,
based on digital maps that take into account the ODDs, of the
expected automation behavior in the near future. The repre-
sentation uses a familiar metaphor, currently used by common
GPS navigators (including Google Maps), to show areas with
high traffic intensity.

In the example reported in Fig. 4, the vehicle, in manual
driving mode, informs that driver that a cooperative driving is
expected for a while, followed by a transition in automated
driving mode.

Figure 5 shows the layout of the HMI when a kind of
cooperative driving is activated: when a slight actuation in
the steering wheel (i.e., the combination of steering torque
and stiffness provided by the above described control system)
is applied to avoid lane deviation (so both the driver and au-
tomation perform the steering task at the same time), the HMI
radically changes its layout to:

& Inform the driver about the current distribution of the ve-
hicle control task, through a textual label (A area) and a
pictogram (B)

& Inform the driver about the level of authority through a
dynamic and familiar representation, i.e., a progress slider
(C), that shows the intensity of the intervention provided
by the control system

& Show to the driver basic information on driving dynamics
(D and E), since part of the driving task is still in his/her
charge.

& Increase the awareness of the driver about the type of
support given by the automation, and the reason that led
to this intervention (F). This information is provided
through a 3D-animated representation, stylized so as not
to visually overload the driver. This depiction reflects the
overall concept of the visual HMI, aimed at adding a “why
layer” (Miller et al. 2016) to provide the user with expla-
nations instead of a warning, when non-safety-critical sit-
uations occur, making transparent and explainable the
mental model of the automation, in order to increase the
trust and foster the acceptance of automated vehicles. In
the use case reported in this paper and showed in Fig. 5,
the animation is used to inform the driver about that he/she
is driving erratically, and a counter-steering is applied for
safety reasons.

Fig. 3 HMI in manual driving mode

Fig. 4 Projection of expected automation state on the map
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Figure 6 shows a first draft of the integration between the
control system and the visual interface. On the one hand, the
graphics of the simulation show the increase of the LoHA as
the risk of the driving task increases (low TTLC). This pro-
duces a stronger automation intervention at the control level. It
is also shown in the graph, the usefulness of the LoHA which
increases the intervention apart from the baseline MPC con-
troller, to ensure safety, but at the same time, ensuring the
stability of the driving. On the other hand, the HMI responds
through visual representation communicating the driver the
intention of automation and the reason for strong intervention.

Moreover, the main interface color changes, in order to easily
inform the driver about the change of state also with a periph-
eral view.

Figures 7 and 8 show the layout of the HMI when the full
automated mode is activated. It has a twofold objective: (1) to
clarify that the ADS is fully in charge of the DDT when no
imminent takeover is expected (Fig. 7) and (2) to foster the
adoption of an active role of the driver when the takeover is
imminent, i.e., 30 s (Fig. 8).

The HMI layout for full automated mode uses a “long-term
stylized map”, showing a preview (and a chronicle) of the
overall trip. This representation requires a lower amount of

Fig. 5 HMI to inform the driver a micro-control is applied for lane keeping

Fig. 6 Preview of integration of the control system with the visual HMI
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information than a traditional map, providing the user only
with the basic travel information since at that moment, he/
she is not actively engaged in the vehicle control task.
Previous studies performed on similar solutions have shown
encouraging results in terms of comprehension, mental de-
mand, and acceptability (Castellano et al. 2018). As in the
normal map used in manual mode, this map reports the future
projection of the expected state of the automation.

When a request of taking over becomes imminent, the
stylized map zooms (complemented by acoustic feedback)
to bring the driver back into the control loop and warn
him/her that an intervention will be needed in a reduced
time window. A preview of the explanation of the reason
that led to this request is given through pictograms: in the
example shown in Fig. 8, the reason is the detection of
high traffic flows. As for the shared control mode, the
explanation is provided to increase the transparency of
the decision system, in order to facilitate the comprehen-
sion of the messages and to create human-machine coop-
eration, based on trust.

The negotiation-based interaction approach just described,
however, needs to be complemented with a more traditional
warning-based approach. Current solutions, in fact, must deal
with human factors such as, among others, unexpected traffic
situations, and driver’s emotional and cognitive states.
Figure 9 shows an imminent take-over request, aimed at sug-
gesting the urgency of driver’s intervention.

Figure 10 shows the case in which the driver does not
intervene (e.g., because he/she is distracted) and the car shows
the maneuver that is about to perform. Even if the driver is
expected to be “not fit to drive” (since he/she did not intervene
after the request), the maneuver is displayed in order to be
present in the event that the driver returns in the loop and
wants to intervene.

4.2 HMI evaluation: method and results

In order to validate the effectiveness and efficiency of the
proposed interaction strategy, an iterative validation approach
has been designed. This validation process consists of an

Fig. 7 HMI for automated driving when no imminent take-over is expected

Fig. 8 HMI for automated driving when imminent take-over is expected
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incremental testing strategy, aimed at evaluating the HMI in
more realistic contexts. The first validation step concerned the
assessment of crucial interaction elements, such as the graph-
ical pictograms, the color, and the tone of the proposed com-
munication. The second step will include the evaluation of the
HMI component in simulated driving scenarios, while the
final step will involve the evaluation of the overall arbitration,
control, and interaction system proposed in this paper into
realistic driving environments.

In this paper, the first step only results are reported. The test
conducted to measure the performance of the visual HMI
followed by the main principles of the human-centered design,
i.e., to involve the users from the very early phases of the
system design. Twenty users (11 males and 9 females) were
involved in the testing. They were interviewed to express their
preferences on different design options and to give their feed-
back to guide the re-design. All the people involved in the
testing were professional interaction designers (i.e., graphical
and technical designers, ergonomists, and human factor spe-
cialists, HMI developers).

The users were instructed about the project concept and the
main use cases. The aim of the test was to match a concept
with its graphical representation. To test the icons, different
pictograms representing the same concept have been
displayed to the users: four pictograms per each concept
(i.e., per each automation mode). Pictogram design has been
based on a benchmark of graphical elements currently used in
human-automation interaction research (see for example
(Eriksson and Stanton 2017) and (Bazilinskyy et al. 2018)).
The metrics used to select the best icon were (i) easiness of
understanding, (ii) consistency between the concept and the
representation, and (iii) esthetic judgment. Users were asked
to express the accordance with these parameters on a 7-point
Likert scale. The selected icons, associated with the respective
mode of automation, are reported in Fig. 11. Among them, the
best rated of all has been the “Take Over Request” icon (eas-
iness of understanding = + 2.10, consistency = + 2.25, es-
thetics = + 1.80).

Moreover, the users were asked to associate a color to the
respective driving state. The meaning of each driving mode

Fig. 9 Visual HMI for imminent take-over request

Fig. 10 Visual HMI for safe stop in the emergency lane
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has been explained to the users. Then, it has asked them to
associate it with the color in a list that better fits the implica-
tions (e.g., in terms of behavior expected from the user) of
each driving mode. The colors associated to each driving
mode are reported Fig. 11. As shown in this figure, two states
have been associated to the red color (i.e., the take-over re-
quest and the emergency mode). The explanation is that both
these states have been considered as critical by the users and
associated with a color expressing criticality.

Concerning the communication tone, it has been tested by
providing the users with different textual expressions,
intended to inform the driver about the crucial actions. As an
example, in order to notify to the driver about the manual
driving mode engaged, the following textual options have
been proposed in the “A” area reported in Fig. 5:

A. “Manual”—formal tone
B. “Manual mode”—technical tone
C. “You drive”—informal tone

This process has been replicated creating three messages per
all the automation modes (5 modes) and per all the other rele-
vant textual information, i.e., the reason for driver intervention
(e.g., the limitation occurred in automation; three messages)
and the action required to the user (three messages). A total of
220 feedbacks (20 users per 11 messages) have been collected.

As a result, the informal communication tone achieved the
best results (57.73% on the total message samples). Then,
formal communication tone has been considered as the most
effective by the 37.27% of the sample, while the technical
tone has been selected by the 5% of the sample. This is par-
ticularly true for the messages related to the action suggested
to the driver (85% for the informal tone). More in detail, the
users found it as more assistive and more trustful compared
with the technical one. From comments left by the users, it has
been also found out that they are considered as best option to
inform the driver about the reason that led to an indication,

especially in case of non-safety critical events. This finding,
consistent with previous studies (Castellano et al. 2020)
allowed to confirm that the approach based on the transparen-
cy of the human-system communication was the most appro-
priate approach for the design of trustworthy technology.

5 Conclusions and future work

The HMI strategy has been designed to reflect the incremental
levels of interaction of the ADS and smoothly and continu-
ously support the driver according to his/her state and current
role in the DDT. The performance of the ADS and its HMI
will be tested in a driving simulator to assess its impact on
safety, acceptability, and comfort-related parameters. The im-
plementation of this system in a real-time platform will be
considered as well, with the considerations shown below.

System integration The reduced size, weight, and power
(SWaP) constraints for today’s ECU clashes with the increas-
ing demand for computational power required by graphics
framework. To let these two worlds meet, typically engineers
employ computing platforms featuring multi-core host and
embedded accelerators, such as GPUs (NVIDIA 2020).
These computers are typically 1–2 orders of magnitude less
powerful than their desktop and server counterpart, respec-
tively, and, as a consequence, software and system engineers
must carry on heavy optimizations on their code, to efficiently
exploit the underlying hardware. This is currently a hot topic
in all research fields involving AD systems.

5.1 Limitations

The work proposed in this article has some limitations. For
example, due to the validation stage, it was not possible to test
the system in a realistic driving context. Moreover, since the
HMI elements have been tested in Italy only, it has not been
possible to take into account cross-cultural issues. Due to the
relevant impact of demographics factors in the type of study
conducted, the results reported in this paper can be affected by
biases related to the user population involved in the research.
An interesting next step of this research will be to compare the
results collected in this study with results collected with users
coming from other countries.
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