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Abstract
Focusing on the problem of inefficiency and labor waste in contact and sensing crop altimetric methods, a method is 
proposed for crop height measurement using machine vision. Firstly, a crops height measurement model was established 
based on aperture image principle, and then segmentation lines extraction of crops and background was implemented 
by a series of morphological operations. Secondly, the foreground information is segmented according to the H channel 
in the HSV color space. To help extract the complete crop area, a global scan was performed on the image using multiple 
images to obtain a segmentation threshold with a certain fault tolerance, and the inter-frame sum method and large-scale 
filter template are also adopted for image enhancement. Considering of the uneven height lines and porous holes in 
the crop area, the boundary line between the crop region and the background is strengthened through morphological 
operations such as dilation and erosion. Finally, the Sobel operator is applied to detect the horizontal line. The parameters 
of the height line could be calculated, and thus achieving crop height measurement. Experiment results show that the 
inter-frame enhanced image is filtered using the median and morphology of the large-scale window, and the complete 
upper boundary line of rice and wheat is obtained through hole filling to realize height measurement. Average error of 
crop height is less than 1.6%, and processing time per frame within 50 ms.

Article Highlights

(1) A crops height measurement model was established 
based on aperture image principle, and then segmen-
tation lines extraction of crops and background was 
implemented by a series of morphological opera-
tions.

(2) The foreground information is segmented according 
to the HSV color space, and the crop area is selected 
by the inter-frame sum method and large-scale filter 
template. Morphological operations such as dilation 
and erosion are used to optimize the boundary line. 

Finally, the boundary line is detected by Sobel opera-
tor and the crop height could be calculated.

(3) Experiment results show that the inter-frame 
enhanced image is filtered using the median and 
morphology of the large-scale window, and the 
complete upper boundary line of rice and wheat is 
obtained through hole filling to realize height meas-
urement. Average error of crop height is less than 
1.6%, and processing time per frame within 50 ms.
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1 Introduction

Crop height is the most intuitive morphological mani-
festation that indicates overall crop growth and is also 
used as a comprehensive reflection of soil, hydrology, 
meteorology and other factors. Reliable basis for crop 
species identification, pest prevention and control, yield 
estimation and reasonable control of plant height in 
the breeding process could be provided by plant height 
measurement [1, 2]. To ensure the working stability of 
the harvesting robot, it is necessary to adjust the height 
of the puller according to the crop stalk height. Calcula-
tion of the real-time feeding amount is also of neces-
sity, which could reflect the load level of the harvester, 
preventing the overloaded. Thus. the height of the crop 
stalk is a key parameter during the operation of intel-
ligent harvester.

Traditional crop height was measured by scale, 
which is time-consuming and inefficient, subject to a 
large image of subjective factors, leading to difficulty 
to achieve simultaneous observation of plant height 
over a large area [3]. Another traditional method is to 
use the spectral data to calculate the vegetation index 
to establish a regression model to estimate the plant 
height indirectly [4, 5]. As a profile method, the spec-
tral index is insensitive to changes in crop height dur-
ing the late growth period, which can result in satura-
tion. Hence, many experts have conducted research on 
automatically high-precision, high frequency and high 
efficiency measurement of crop height. Tao Huilin et al. 
[6, 7] used drones to obtain hyper spectral images, and 
used the generated digital elevation model DEM con-
taining terrain elevation information and digital surface 
model DSM containing elevation information such as 
crops and trees to predict crop heights and algorithms. 
The extracted plant height has a high degree of fit with 
the measured plant height, and the root mean square 
error is only 6.45 cm. Yang Song et al.[8] used drones to 
obtain point cloud data of winter wheat, and used sta-
tistical analysis methods and moving cuboid filtering to 
determine the height of the plant, achieving high accu-
racy for height extraction with low Root Mean Square 
Error (RMSE) of 6.37 cm and Mean Absolute Error (MAE) 
of 5.07 cm. Jelle ten Harkel et al. [9] proposed the use of 
UAV-LiDAR to estimate the crop height of different crops, 
with a root mean square error at about 10.1 cm. These 
height measurement methods are costly, complicated 
to operate, and improper manual operation may cause 
great losses. ThiPhan et al. [10] used point cloud data for 
height measurement, but the system is inconvenient to 
operate, and tracks need to be laid for the laser scanner 
to move and scan, which has a high cost and not suitable 

for agricultural planting characteristics. Wan-SooKim 
et al. [11] proposed a method of using binocular stereo 
vision to measure the height of various field crops. The 
stereo image obtained by stereo matching is converted 
into a disparity map, and the disparity of each pixel is 
calculated to obtain the depth map. The edge image of 
the crop could be obtained from depth map, and the 
highest point and the lowest point of the crop are deter-
mined in the edge image to determine the height of the 
crop. Using point cloud information to determine the 
height of the crop is computationally intensive, and it is 
difficult to ensure real-time performance. While monocu-
lar vision has the advantages of simple installation and 
convenient use. This paper will use monocular vision to 
measure the height of crop.

This paper proposed a crop height measurement 
method based on machine vision. Firstly, a height meas-
urement model of rice and wheat based on the character-
istics of the measurement scene is established, and the 
foreground information is segmented in the HSV color 
space according to the H-channel stability. The inter-frame 
sum method and large-scale convolutional mask are used 
to enhance the image, and the horizontal line is detected 
using Sobel operator, and the crop height is calculated 
according to the horizontal line position. The experimental 
results show that the method can detect the height of rice 
and wheat accurately in real time with an average error in 
and a processing time of less than 50 ms per frame. The 
next section details the crop height detection algorithm 
based on machine vision. Section 3 shows the experiment, 
and Sect. 4 summarizes the content of this paper.

2  Methods

2.1  Principle of crop height measurement

In the crop height measurement system, the camera is 
placed on the right side of the forward direction of the 
harvester. The installation diagram is shown in Fig. 1. The 
optical axis of the camera is parallel to the ground and per-
pendicular to the forward direction of the harvester. The 
crop harvester always keeps the full cutting width while 
harvesting.

According to the camera location and the operating 
characteristics of the harvester, the principle of pinhole 
imaging could be used for measurement. As shown in 
Fig. 2, P′ is the position of the optical center, the plane 
where A′B′C′D′ is the imaging plane, and the plane where 
ABCD is the object plane.

The distance from the camera to the unharvested area, 
which depends on the width of the harvester’s header, is 
constant.
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where d is the distance from the camera to the object 
plane, and O′O is the distance from the image plane to 
the lens.

The same could be obtained as follow.

From Eqs.  (2) and (3), it could be seen that the real 
height of crops at any place in the image is only related 
to its pixel height, the distance |P′O′| from the lens to the 
image plane as well as the distance d from the camera to 
the object plane. The ratio between d and |P′O′| could be 
obtained through experimental calibration as Height fac-
tor, which are both fixed value during the measurement 
process. The true height of crops could be calculated by 
its pixel height in the image.

(1)
|P�A�|
|P�A| =

|P�O�|
|P�O| =

|P�O�|
d

(2)
|A�C�|
|AC| =

|P�A�|
|P�A| =

|P�O�|
d

(3)
|B�D�|
|BD| =

|P�O�|
d

Calibration should be down for multiple time before 
experiment to get the height corresponding to a pixel, 
meanwhile, to obtain the position of crop roots in the 
image, calculating the average value. The height of crop 
could be obtained according to the Height factor s and the 
position of height line Htop in the image.

2.2  Height line extraction of crop based on color 
features

In the crop height measurement, image background such 
as trees and sky could interference with the extraction of 
crop height lines, which is the key point and difficulty in 
the measurement.

2.2.1  Image acquisition and preprocessing

To reduce the computational load, the large size image 
captured ought to be scaled first. The crop height line is 

(4)H = (Htop − Hbottom) ∗ s

Fig. 1  Schematic diagram of crop height measurement

Fig. 2  Principle of crop height 
measurement
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extracted on the scaled image, and then restore to the 
coordinates in the original image.

Image scaling has image pyramid-based and interpo-
lation-based methods. The interpolation-based method 
could be divided into nearest neighbor interpolation, bilin-
ear interpolation, bicubic interpolation, etc. [12]. Since the 
upper edge position of the crop in the acquired image 
has a certain range of fluctuations, the distortion at pixel 
level does not affect the measurement of the crop height. 
Therefore, this paper mainly focus on edge line obtain-
ing, and ignores the details of the image appropriately, 
allowing a certain degree of image distortion. The Gauss-
ian pyramid is used to downsample the image.

Gaussian pyramid downsampling first uses the Gauss-
ian kernel to convolve the image for image smoothing, 
removing noise to ensure the sampling quality. Then 
simply remove the even-numbered rows and columns 
for image downsampling. The aspect ratio of the output 
image remains unchanged.

2.2.2  Crop region extraction based on HSV color space

To extract the height line of crop, crop region should be 
separated from the background such as sky and trees. Con-
sidering that mature crop has obvious color characteris-
tics, image segmentation could be performed according 
to the color characteristics to obtain the upper boundary 
line of the crop.

A suitable color space should be selected for image pro-
cessing before crop area extracting. The RGB color space 
model is a color model closely related to the human visual 
system and is widely used in electronic display systems, 
in which the 3 color components are highly correlated. 
A change in one of the color components may result in 
a change in the other, and the three components will all 
change accordingly in the condition that the brightness 
of the color changes. Therefore, the RGB color model is 
not suitable for color-based image segmentation. The 
HSV color space model is represented by a conical space 
model, in which hue H is represented by an angle, rang-
ing 0°–360°, which represents the position of the color. In 
the RGB color space model, the color information is deter-
mined by all three components, while the color in the HSV 
model could be represented only by H. The color expres-
sion of the HSV color space model is relatively intuitive, 
and it is often used for color-based image segmentation 
in the field of image processing [13–15].

As shown in Fig. 3, analysis is processed on the image 
converted to HSV color space. The image on the left is the 
wheat harvest, and the right is the rice harvest. Analyze the 
three-channel value of a column of pixels in the middle of 
the image in HSV color space model. It could be seen that 

the H component values of the crop areas are both below 
50, which is obviously different from the background area.

The H values of the rice and wheat regions of multiple 
images are averaged and a certain error tolerance is added 
to obtain the threshold coefficient T. Perform a global 
scan on the image and use the threshold T for threshold-
ing segmentation. Calculate the average H value of the 
crop regions in multiple images, and add a certain error 
tolerance to obtain the threshold T. Then scan the image 
globally, using threshold T or thresholding segmentation.

The thresholding segmentation formula is shown in for-
mula 5. This formula is used to segment the background 
area and the crop area.

where f(x,y) is the three-channel pixel value of the HSV 
color space of original image at (x,y), and  f(x,y)H is the 
value of the H channel at (x,y) in the original image. g(x,y) 
is the HSV color space pixel value at (x,y) after conversion, 
g(x,y)H ,  g(x,y)s, and  g(x,y)v represent the values of the three 
channels in HSV color space at (x,y) after conversion. T is 
the set threshold. When the H channel value of a certain 
pixel of the original image is greater than the thresh-
old, the three-channel pixel value at that point remains 
unchanged, otherwise all become zero.

As shown in Fig. 4, after conversion, the pixels in the 
image whose H, S, and V values are all 0 are the back-
ground, and the remaining pixels are the foreground. 
Figure 4a1 and b1 are the ROI1 regions obtained from 
the original images of wheat and rice. Figure 4a2 and b2 
are the images after color feature processing. It could be 
seen that the crop regions are preserved completely. Fig-
ure 4c1 is an image of crop taken with a handheld camera. 
It could be seen that the crop region can still be accurately 
extracted under the interference of distant woods, vehi-
cles and other backgrounds. Due to the particularity of the 
camera installation, there is little interference in the back-
ground area in most cases, and the method of extracting 
crop regions based on color features could work.

2.2.3  Multi‑frame summation to enhanced image

The crop images collected by the smart crop har-
vester may be locally high. In order to improve the 
extraction accuracy of the upper boundary of the crop 
region, and to avoid data errors caused by high local 
crops, the position of the crop height boundary line 
obtained in the previous frame of ROI1 area is used to 
assist the height estimation of this frame of ROI1 area, 
and obtain ROI2 for image segmentation, which could 

(5)

g(x, y) =

{
f (x, y) , f (x, y)H > T

g(x, y)H = g(x, y)S = g(x, y)V = 0, others
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improve processing accuracy and cut down processing 
time, achieving accurate measurement of crop height 
purpose.

As shown in Fig. 4, there are large amount of black, 
irregular holes in the image obtained by segmentation 
using color features to be treated, reducing the com-
plexity of the boundary line extraction in the later stage. 
Since the differences between the height lines of the 
crop in two adjacent frames is small, the inter-frame 
sum method could be used to enhance the image to 
eliminate the holes.

As shown in Fig. 5a–c are n-2th frame, n-1th frame 
and current nth frame image. It could be seen that the 
inter-frame sum method fills the black holes at the 
bottom of the frame, improve The inter-frame sum 
method fills the black holes at the bottom of the frame, 
improves the image quality, provides convenience for 
the extraction of the upper boundary line of the subse-
quent image, and improves the accuracy of the upper 
boundary line.

2.2.4  Filling and eliminating holes

The image obtained by the inter-frame sum method still has 
a large number of holes, so a large-size average filter is used 
to blur the image to eliminate small holes. The principle of 
mean filtering is to use a template to slide on the image to 
realize the traversal of the entire image, calculating the mean 
value of the pixels falling in the template as the pixel value 
of the center point of the current template. When the size of 
the template is large, a wide range of pixels in the neighbor-
hood are taken into account, so a certain degree of holes 
could be filled.

To reduce the amount of image data, convert the color 
image to a single-channel grayscale image through formula 
6 before meanfiltering. The converted image could still 
clearly distinguish the crop area and the black background 
area.

(6)Y=0.299 ∗ R + 0.587 ∗ G + 0.114 ∗ B

Fig. 3  HSV gray value distribution map
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The image is then binarized to obtain a clear crop height 
line, setting the gray value of the crop region to 255 and the 
background region to 0.

In order to eliminate holes as much as possible and 
smooth the upper boundary line of crop region, morpho-
logical operations is used to dilate the image. The dilation 
operation first designs an s*s structure element E to trav-
erse the image, and merges the structure element E with the 
corresponding area of the image through vector addition, 
as shown in formula (8). Conversely, the erosion operation 
performs vector subtraction on structural elements and cor-
responding image areas.

(7)g(x, y) =

{
g(x, y), g(x, y) < T

255, g(x, y) >= T

(8)I ⊕ B = {p = i + e, i ∈ I&&e ∈ E}

Dilation is the process of merging all the background 
points in contact with the object into the it to expand the 
boundary outwards, which could be used to fill holes in 
the object and expand the scope. Erosion is a way to elim-
inate boundary points and shrink the boundary inward, 
which could eliminate small and meaningless objects. 
Combining the two operations in sequence can remove 
isolated noise points, burrs and small bridges, while the 
image position and shape remain unchanged [16–18]. In 
this paper, dilation is used to fill small cavities and narrow 
gaps in the crop area and smooth the crop height line, 
meanwhile it expands the scope of the object area and 
shifts the crop height line. Therefore, image erosion is used 
to restore the position of the crop height line, restoring the 
original size of the object.

It could be seen from Fig. 6 that the dilation operation 
could greatly reduce the internal holes in the binarized 
image (6b) and smooth the crop boundary line. Figure 6f 

Fig. 4  Color-based feature 
segmentation
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compares the boundary lines before and after morpho-
logical processing. The red line is the upper boundary line 
of Fig. 6e, and the green one comes from Fig. 6c. It could 
be seen that the boundary line before and after morpho-
logical processing are basically consistent.

2.2.5  Dividing line extraction

After the inter-frame sum method and large-scale mask 
filtering to eliminate holes, and then smooth the dividing 
line through morphological operations such as expansion 
and erosion, the obtained image has a clear and smooth 
boundary line between crop region and the background. 
Thus, Sobel operator is used to extract the boundary.

The Sobel operator is a commonly used extraction tem-
plate for edge detection. By assigning different weights 
to pixel values according to their different distances, the 
sharpness of the grayscale changes at the pixel values can 
be judged. It is considered that the sharp changes in the 
grayscale value are the edges. The specific operation is 
to take a weighted average of the image pixels in differ-
ent directions. The weight of each pixel is the Sobel con-
volution kernel, and then the generated new pixel gray 
value is thresholder to determine the edge information. 

Generally, to improve the extraction performance of the 
Sobel operator, a smoothing preprocessing operation is 
added to reduce the influence of noise. After a series of 
morphological processing, there is an approximately hori-
zontal dividing line in the crop image. Considering that 
the pixel-level error does not affect the calculation of the 
crop height, only the horizontal Sobel operator is used to 
calculate the pixel gradient and perform threshold seg-
mentation, as shown in Eq. 9

3  Experiments and discussion

In the experimental verification of the crop height, a rela-
tively flat ground with a neat border was selected for har-
vesting in order to ensure the validity of the experimental 
data. Video is captured under the condition that the har-
vester moves in a straight line and keeps full cutting width 
for harvesting.

(9)G = Gx =

⎡⎢⎢⎣

−1 0 1

−2 0 2

−1 0 1

⎤⎥⎥⎦
∗ A

Fig. 5  Multi-frame summation 
to enhanced image
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In order to verify the extraction accuracy of crop 
height lines, save an original image every certain num-
ber of frames from the captured video. Manually anno-
tate the saved images to obtain the height line of crop, 
and calculate the position of the height line based on 
color feature extraction.

To verify the measurement accuracy of the crop 
height, measure the height of the crop that is about 
to be harvested by a tape measure, taking the average 
value as the true height. Detect the crop height in real 

time during the operation of the harvester, and compare 
with the real height.

(10)RMSE(H, h) =

√√√√ 1

m

m∑
i=1

(
Hi − hi

)2

(11)MAE(H, h) =
1

m

m∑
i=1

||Hi − h||

Fig. 6  Acquisition of upper 
boundary line
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where H represents the set of height values of crop meas-
ured by the algorithm in this paper, and h represents the 
set of actual height values measured manually.

To obtain the position of the crop root and obtain the 
calibration factor S, experimental calibration needs to be 
down before measuring. In order to improve the adapt-
ability of the algorithm, the site was changed several times 
for calibrations, and the average value is taken as the final 
calibration parameter.

During the operation of the harvester, a video of wheat, 
a video of rice and a video taken by handheld camera 
were collected. For these three videos, separately use the 
algorithm in this paper, the K-means image segmenta-
tion algorithm and manual annotation to obtain the crop 
height line, and analyze the accuracy of the crop height 
line extraction.

In Figs. 7, 8 and 9, the ordinate is the position of the 
crop height line, and the abscissa is the frame order of the 
pictures. It could be seen that the height line extracted by 
algorithm based on color features is basically the same 
as the height line labeled manually. In the wheat and rice 
height line trend chart, K-means algorithm could locate 
the position of the height line well, but the data points 
deviate greatly from the true height line. In the video 
captured by the handheld camera, the performance of 
K-means for locating the crop boundary decreases due to 
background interference. Table 1 shows the quantitative 
analysis of these three sets of data.

Save 100 pictures from each of the above three vid-
eos, and use the color feature-based area extraction 
algorithm in this paper and the K-means-based area 
extraction algorithm to process separately, recording 
the processing time of each frame in Fig. 10. It could 
be seen that the crop region extraction method based 
on K-means takes time higher than the average in the 
first few frames, and the time-consuming per frame is 
volatile. In contrast, the color feature-based crop region 
extraction method is much more stable in time, and 
the time-consuming of the three videos are all under 
100 ms, approximately one-third of the area extraction 

Fig. 7  Wheat height line chart

Fig. 8  Rice height line chart

Fig. 9  Handheld camera height line trend chart

Table 1  Crop height boundary extraction accuracy

Data category Number 
of samples 
(frame)

MAE (pixel) RMSE (pixel)

Rice 43 35.86047 45.11381
Wheat 52 29.23076923 40.39802
Handheld camera 29 95.03448276 106.4616
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algorithm based on K-means. Results show clear advan-
tages in terms of time complexity compared to the 
method based on K-means.

Make the vehicle harvest 30 m in the state of full cut-
ting width. Compare and analyze the data obtained in 
these 30 m with the data measured manually. Three 
sets of measurement data obtained in a paddy field are 
shown in Table 2 with No. 1, No. 2, and No. 3 shown, and 
two sets of measurement data obtained in a wheat field 
are shown in Table 2 with No. 4 and No. 5 shown.

Table  2 shows that under the condition that the 
true value of the height of crop is 992 mm, the root 
mean square error is below 20 mm, the average abso-
lute error is below 16 mm, and the maximum error is 
below 38 mm. While under the condition that the true 
value of the height of crop is 669 mm, the root mean 
square error is below 13  mm, the average absolute 
error is below 12 mm, and the maximum error is below 
227 mm. Experiment results show that the algorithm 
proposed could realize the accurate measurement of 
the crop height.

4  Conclusions

Aiming at the inefficiency and labor waste of traditional 
tool measurement methods, a method to measure the 
height of crops using machine vision based on color 
feature is proposed. A crop height measurement model 
based on the principle of aperture image is established 
to describe the spatial relationship between the col-
lected image and the real crop. A series of morphologi-
cal operations are performed on the image to segment 
the crop region. The H channel is selected to segment 
the image in order to achieve the acquisition of the 
crop region. The inter-frame sum method is adopted to 
enhance the image, and Large-scale filtering, dilation, 
erosion and other operations are also applied for fur-
ther enhancement, smoothing the dividing line so that 
a complete crop upper boundary line could be obtained. 
An appropriate Sobel operator is designed to extract the 
upper boundary line, so that the true height of the crop 
could be calculated. The proposed method can extract 
the crop height line with much greater efficiency, real-
izing accurately crop height measurement, the average 
error of crop height is less than 1.6%, and processing 
time per frame within 50 ms. The algorithm proposed in 
this paper uses a variety of traditional image processing 
algorithms superimposed on each other, and achieves 
good results in terms of accuracy and computational 
speed. However, the large number of parameter set-
tings in the algorithm determines that the algorithm 
has little generalizability and cannot achieve results for 
other kinds of crops. Therefore, adaptive crop height 
extraction algorithms can be considered in the future 
to avoid repeated tuning of parameters and improve the 
efficiency.
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Fig. 10  Comparison of time-consuming acquisition of crop regions 
based on K-means and color features

Table 2  Crop height measurement data

Experi-
ment 
number

Actual 
value 
(mm)

RMSE (mm) MAE (mm) ME (mm)

1 992 15.1203347 12.28548598 36.51
2 992 19.14635866 15.7663833 37.81
3 992 17.41690576 14.94328651 37.3
4 669 9.573292849 9.091458867 26.221
5 669 12.26914365 11.72717037 23.319
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