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Abstract 
Multifarious anthropogenic activities triggered by rapid urbanization has led to contamination of water sources at 
unprecedented rate, with less surveillance, investigation and mitigation. The use of artificial intelligence (AI) in tracking 
and predicting water quality parameters has surpassed the use of other conventional methods. This study presents the 
assessment of three main models: adaptive neuro fuzzy inference system (ANFIS), artificial neural network (ANN) and 
multiple linear regression (MLR) on water quality parameters of Wangchu river located at capital city of Bhutan. The 
performance and predictive ability of these models are compared and the optimal model for predicting the parameters 
are recommended based on the coefficient correlation (CC), root mean square error (RMSE) and Nash–Sutcliffe effi-
ciency (NSE) evaluation criteria. Overall NSE and RMSE, the ANN model predicted parameters with maximum efficiency 
of 97.3 percent and minimum error of 8.57. The efficiency of MLR and ANFIS model are 95.9 percent and 94.1 percent 
respectively. The overall error generated by MLR and ANFIS are 10.64 and 12.693 respectively. From the analysis made, 
the ANN is recommended as the most suitable model in predicting the water quality parameters of Wangchu river. From 
the six-training function of ANN, trainBR (Bayesian Regularization) achieved the CC of 99.8%, NSE of 99.3% and RMSE of 
9.822 for next year data prediction. For next location prediction, trainBR achieved CC of 99.2%, NSE of 98.4% and RMSE of 
6.485, which is the higher correlation and maximum efficiency with less error compared to rest of the training functions. 
The study represents first attempt in assessing water quality using AI technology in Bhutan and the results showed a 
positive conclusion that the traditional means of experiments to check the quality of river water can be substituted with 
this reliable and realistic data driven water models.
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Article highlights 

•	 Total dissolved solids (TDS), electrical conductivity (EC), 
potential of hydrogen (pH) and dissolved oxygen (DO) 
are selected as main water quality parameters as data 
for modeling.

•	 Artificial neural network model gives highest efficiency 
and accuracy compared to MLR and ANFIS model.

•	 Use of artificial intelligence shows better performance 
to provide water quality and future predictions over 
conventional methods leading to conservation of water 
resources and sustainability.
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1  Introduction

Human health and ecosystems depend on how well 
water resources are preserved. With the exponential 
growth in industrialization and continuous increase 
in population, there is a huge demand and pressure 
towards water resources [1]. Water quality in rivers is 
deteriorating due unmanaged disposal of industrial, 
medical and municipal sewage wastes, and agricultural 
runoff etc. Due to anthropogenic activities, studies show 
that water resources even in mountainous area have 
high content of pollutants such as calcium (Ca), magne-
sium (Mg), copper (Cu), methane (NH4), nitrogen dioxide 
(NO2), turbidity (NTU), chemical oxygen demand (COD), 
total solids, microbes and bacteria [2, 3]. Therefore, it 
has become vital to assess and simulate water quality 
and its parameters to ascertain the suitability for various 
uses [4]. Identifying the water’s quality parameter level 
ensures its suitability for a variety of applications, such 
as irrigation, drinking and cooking, hydropower genera-
tion, and recreational activities. Hence, suitable mitiga-
tion measures can be timely implemented to avoid the 
deterioration of water quality.

Some important indicators of water quality that need 
to be considered in the current research are the electrical 
conductivity (EC) and the total dissolved solids (TDS). 
These parameters if present in higher concentration, it is 
considered undesirable for consuming [5, 6]. Also, direct 
assessments of parameters such as EC and TDS are con-
sidered time consuming and costly. Therefore, suitable, 
cost-effective, time saving efficient and consistent meth-
ods are desirable for their assessments and predictions 
[7, 8]. Although various other feasible and important 
water quality parameters are there that should be evalu-
ated such as dissolved oxygen (DO), pH and biochemical 
oxygen demand (BOD), although these parameters are 
fundamentally affected by EC and TDS [9, 10]. Recently, 
in context related scientific community, the use of math-
ematical model [11] and data-driven models, such as 
ANFIS, ANNs and MLR, have become practical alterna-
tives in most studies. In most of the water related stud-
ies, artificial intelligence (AI) has been used and found 
out useful in water modeling and management [10, 12]. 
Also, helping in making make better decisions while 
enhancing service delivery and reducing costs [13].

In Abu Ziriq of Iraq, the study was made using differ-
ent types of artificial intelligence techniques to calcu-
late and predict TDS and EC. Amongst all, ANFIS model 
outperformed the prediction giving the best fit with the 
observed data compared to other models [14]. Litera-
tures shows that use of AI models has resulted to more 
precise results and substantial in resolving the model 

simulation and prediction of nonlinear interface [15].
The physicochemical test on various sources of water 
samples suggested that the assessment of water quality 
parameters as well as conservation management should 
be carried out periodically to protect the water resources 
[16].Wen et al., estimated the DO values of Heihe River 
in northwestern China by developing ANN model. The 
performance of ANN model observed accurate to esti-
mate DO concentrations [17]. Monstaseri et al. [18] used 
same model with success in predicting TDS at Iran water 
resources over a stretch of 20 years. Ay and Kişi [19] used 
ANN and ANFIS to estimate DO concentration, which was 
compared with the multiple linear regressions. The mod-
els are compared among one other and results indicated 
that the ANN model was close to accuracy to determine 
monthly mean DO concentration, thus making artificial 
intelligence suitable to study water resources [20].

The rapid urbanization, infrastructure development 
and increased rural urban migration has aggravated the 
quality of water resources in Bhutan. Moreover, techno-
logical methods to model, predict and forecast the quality 
parameters of water in Bhutan remain unexploited in Bhu-
tan [21]. This study aims to determine the best fit model 
to assess the water quality parameters in Wangchu river 
which is located in the capital city of the country. Thus, 
ANFIS, ANN and MLR models were selected for simula-
tion of water quality parameters including pH, DO, TDS 
and EC. The CC, RMSE and NSE are determined to see the 
performance of the models, performing experiment to 
compare the modeled output with the experimental data 
and to recommend the suitable model and predict the 
water quality parameter for the year 2022 and location. 
Therefore, such advancement of a methodology consid-
ering fewer parameters but giving a practical result with 
higher percentage of accuracy reduces the cost of water 
quality monitoring. Thus, the machine learning methods 
in predicting water quality has resulted efficient choice 
for water planner to improve sustainable management of 
water resources [22].

The main features of this study consist of six main 
sections, starting with an introduction which provides 
detailed literature and specifies the aim and objectives 
of the study. Section two explains the primary and sec-
ondary data considered to carry out the research work 
and methodology adopted describing various AI mod-
els associated regarding water quality modeling. Section 
three introduces the study area, Wangchu river of Thim-
phu, Bhutan and water sampling points has been located 
and presented for the experimental process. Section four 
describes the criteria of evaluation of selected AI model in 
detail, in terms of CC, NSE and RMSE. Section five presents 
all the performance results of ANFIS, MLR and ANN model 
on selected water quality parameters and best model with 
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higher efficiency with less percentage error is selected for 
modeling water quality of Wangchu river. Finally, study 
concludes presenting the significance of how AI models 
can be used as a reliable and efficient method for assess-
ing water quality and also predict future pollution.

2 � Materials and methods

Three different models named ANFIS, MLR and ANN were 
selected as most suitable model through various litera-
tures for assessing water quality parameter and its pre-
diction. Their performance was analyzed based on assess-
ment criteria such as CC, RMSE and NSC using the water 
quality parameters of Wangchuk River, Bhutan. The water 
quality data for the analysis was gathered in two ways. 
The primary data was collected from the National Envi-
ronment Commission of Bhutan. Total dissolved solids 
(TDS), electrical conductivity (EC), potential of hydrogen 
(pH), temperature, and dissolved oxygen (DO) are some 
of the parameters measured in the Wangchu River based 
on standard procedures. The secondary data is the experi-
mental data collected at the same time of year and in the 
same place. Water samples were taken from five different 
places along the river’s length. After performance assess-
ment of the selected three models which is evaluated 
based on CC, NSE and RMSE, the most suitable model is 
recommended. Validation of models is performed using 
experimental data and next the selected model is trained 
with its various training functions for prediction of next 
year and location where the results showed higher CC, 
RMSE with less error. Finally using the results of models, 
the condition of Wangchu river quality is ascertained and 
mitigation measures for maintaining the required quality 
of water for various purposes are suggested. The details of 
water model and study are as follow:

2.1 � Adaptive neuro fuzzy inference system model

ANFIS is an integrated multilayer feed advancing network 
that uses neural network algorithms and fuzzy logic to an 
input data to an output data and this system can be used 
to predict and model any kinds of input–output data series 
other than water quality parameters [23–26].

Figure 1 displays a typical characteristic ANFIS structure. 
Every node in each has distinct role. Layer 1 is an adaptive 
node with a node function where Gaussian membership 
function is implemented during analyzation. Layer 2 signi-
fies the strength of each rule. Layer 3 is a fixed node which 
represents the normalized strength of each rule. Layer 4 is 
an adaptive node with a node function. Layer 5 is a fixed 
node which is labeled as Ʃ, representing the overall output 
(F) as the total of all received inward signals.

2.2 � Multiple linear regression model

It is a numerical procedure that considers many variables 
to forecast the possible result of response variable (refer 
Fig. 2). It involves more than two variable and depending 
upon which parameter to be determined, the dependent 
and independent variable can vary. The idea of regression 
was first coined in nineteenth century by Francis Galton 
and since the model can tackle more than two variables, 
it is term as multiple linear regression [24].

Fig. 1   Typical architecture of 
ANFIS model

Fig. 2   Typical architecture of MLR model
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2.3 � Artificial neural network (ANN model)

The ANN model as shown in Fig. 3 is based on human 
brain which has an ability such as immense parallelism, 
dispersed illustration and computation, learning and 
simplification ability, adaptivity, data processing, liability 
tolerance, and low energy consumption. A neural net-
work comprises of an interrelated group of artificial neu-
rons, and it processes information using a connectionist 
method to computation [27–29]. ANN mechanically learns 
the concept from examples which makes them stimulating 
instead of following rules made by expertise proving its 
major advantage over traditional expert systems [30, 31].

3 � Study area and data

3.1 � Wangchuk river

Bhutan has the four main largest rivers named Manas et al. 
[32]. River basin of Bhutan makes around area of 580,000 
km2, out of which only 8% lies in Bhutan, rest lies under 
China (50%), India (34%) and Bangladesh (8%) [33]. The site 
selected for the study is Wangchu river, Thimphu (Fig. 4a). 
The Wangchu River originates in the high Himalayan gla-
ciers, flows through the country’s capital, and eventually 
flows into India’s great oceans in the south, it runs 370 km. 
People use the river along the way for a variety of pur-
poses, including drinking, sanitation, washing, agricultural 
purposes, recreation, and hydroelectric power generation 
[34]. In recent times with the growing population resid-
ing along the riverside especially in Thimphu, the more 
quantity of waste generated being discharged directly into 
the flowing river [35]. The domestic sewage, agricultural 
runoff, solid wastes and industrial wastes pollute the river 
water changing the quality parameters of water. Every cur-
rent and coming future generations should have secure 
access to adequate, safe and affordable water, therefore, 

quality management of rivers should be considered and 
preserved through alternative solutions [36].

3.2 � Water sampling and data collection

Five locations along the stretch of study area from 
Dodeyna, Pangrizampa, Hejo, Babesa and Khasadrapchu 
were selected for the water sample collection (Fig. 4b). 
The data collection and experiment were performed at 
the same location and same time as that of the second-
ary data. Data such as pH, EC, DO, water temperature and 
TDS are collected in two forms: secondary data and experi-
mental data. The first form of data was obtained from the 
National Environment Commission (NEC) of Bhutan and 
the latter one was obtained through experiment. Water 
samples were taken from five different places along the 
river’s length as shown in Fig. 4b. Those data (Table 1) were 
fed as an input data for the water models. Based on three 
evaluation criteria, the comparison was made among 
three models and the suitable model was recommended.

4 � Performance measures: criteria 
of evaluation

4.1 � Coefficient of correlation (CC)

The CC is a statistical indicator that represents the strength 
of an association between two variables where the value 
lies between -1.0 to 1.0. The values greater than 1 or less 
than -1 indicates the error in the correlation measurement. 
A correlation of -1 signifies a perfect negative correlation, 
and a perfect positive correlation by 1. A correlation of 
0 specifies that there is no relationship between the two 
variables. The formula to calculate the coefficient correla-
tion is shown in Eq. (1).

Fig. 3   Typical architecture of 
ANN model
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4.2 � Nash–Sutcliffe efficiency (NSE)

The NSE is a regular method that calculates the compara-
tive magnitude of the outstanding variance associated to 
the measured data variance. It specifies how well the plot 

(1)
r =

n(Σxy) − (Σx)(Σy)
√

[

nΣx2 − (Σx)2
]

[nΣy2 − (Σy)2]

of experimental data versus predicted data flits the 1:1 line. 
NSE equal to 1, means a perfect match of the model to the 
experimental data. NSE equals to 0 specifies that the model 
prediction are as accurate as the mean of the observed data 
(Eq. 2).

(2)NSE = 1 −

∑n

i=1
(OBSi − SIMi)

2

∑n

i=1
(OBSi − OBS)

2
2

Fig. 4   a Map of study area. b Wangchu River basin and sampling points
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where OBSi is the observed value, SIMi is the predicted 
value, OBS is the average of the observed values and n is 
the number of data samples.

4.3 � Root mean square error (RMSE)

RMSE is a standard way to quantify the error of a model in 
predicting data, given as following Eq. 3:

Table 1   Water quality data

Secondary data from 2014 till 2020 and experimental data for 2021

Sl. no. Year Location Observed avg. 
pH

Observed avg. 
EC

Observed avg. 
DO

Observed 
avg. TDS

1 2014 Dodeyna 7.2 89.9 9.8 53
2 Pangrizampa 7.25 80 9.5 48.5
3 Hejo 7.3 105 8.5 59.8
4 Babesa 7.5 105.9 7.5 59.8
5 Khasadrapchu 7.5 92 7.2 54.8
6 2015 Dodeyna 7.3 91.1 10.1 57.1
7 Pangrizampa 7.3 90 10 53.2
8 Hejo 7.3 104.8 9 60.8
9 Babesa 7.5 109.1 8 60.5
10 Khasadrapchu 7.4 91 8.1 55.2
11 2016 Dodeyna 8.1 166 8.5 53.3
12 Pangrizampa 8.2 117 8.5 75.3
13 Hejo 8.1 138.2 8.3 71.3
14 Babesa 7.5 143.7 8.1 53.9
15 Khasadrapchu 7.4 139.6 7.3 63.7
16 2017 Dodeyna 8 112.9 8.1 53.3
17 Pangrizampa 11.2 158.8 6.7 75.3
18 Hejo 8.5 150.5 8.2 71.3
19 Babesa 8.5 114.1 8.1 53.9
20 Khasadrapchu 8.3 142.2 7.9 67.3
21 2018 Dodeyna 8.5 168.7 8.5 80.1
22 Pangrizampa 8.8 159.5 9.4 75.6
23 Hejo 9 153.2 8.2 72.6
24 Babesa 9.3 151.4 8 71.9
25 Khasadrapchu 9.7 135 8.7 63.9
26 2019 Dodeyna 8.2 112.9 9.3 59.6
27 Pangrizampa 7.8 144.5 9.7 72.6
28 Hejo 8.2 142.9 8.5 75.1
29 Babesa 8.3 123.8 10.2 88.3
30 Khasadrapchu 8.5 158.8 9.5 67.87
31 2020 Dodeyna 7.1 120.1 9.7 60.7
32 Pangrizampa 8.3 135.2 8.2 62.3
33 Hejo 9.1 130.2 9.5 65.1
34 Babesa 9.4 140.6 8.7 70.2
35 Khasadrapchu 10.2 146.3 8.8 86.9
36 2021 Dodeyna 7.3 157 9.31 90
37 Pangrizampa 7.5 170 10.15 72.5
38 Hejo 7.2 153 8.18 82.5
39 Babesa 7.3 143 9.11 87.5
40 Khasadrapchu 7.6 121 7 97.25
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where Mi is the observed value, Pi is the predicted value 
and N is the number of data set.

5 � Results and discussion

5.1 � ANFIS analysis

The consistency parameters of river water were used as 
input data for the ANFIS modeling. The 7-year data was 
split into two parts: training sets and testing sets, with 
70 percent and 30 percent of the data going to each. The 
training stops only when the two datasets match closely 
and with minimal error did the training come to an end. 
The projected values were exported and assessed as 
shown in Fig. 5.

By ANFIS analysis, the following observations were 
made:

a.	 The coefficient correlation in predicting the pH, DO, EC 
and TDS are 0.86, 0.71, 0.67 and 0.56 respectively.

b.	 The Nash–Sutcliffe efficiency in predicting TDS, pH, DO 
and EC is 0.513, 0.252, 0.172 and 0.151 respectively.

(3)RMSE =

�

∑n

i=1
(Mi − Pi)

2

N

c.	 The error generated by the model in predicting EC, 
TDS, pH and DO are 22.917, 10.875, 0.878 and 0.619 
respectively.

5.2 � MLR analysis

Similarly, using the MLR model the prediction of data was 
done and the graphs were plotted (Fig. 6) to work out the 
different assessment criteria.

The observations made through MLR analysis are:

a.	 The coefficient correlation in predicting the EC, DO, 
TDS and pH are 0.653, 0.62, 0.569 and 0.54 respec-
tively.

b.	 The Nash–Sutcliffe efficiency in predicting EC, DO, TDS 
and pH are 0.427, 0.396, 0.321 and 0.289 respectively.

c.	 The error generated by the model in predicting EC, 
TDS, pH and DO are 18.833, 9.85, 0.767 and 0.69 
respectively.

5.3 � ANN analysis

The training set is used to build up the neural network 
model, and the target set is used to check the model per-
formance at several stages of training and to decide when 
to stop training to avert the over-fitting.

The observations made through ANN analysis are (refer 
Fig. 7):

Fig. 5   a Coefficient correla-
tion; b Nash–Sutcliff efficiency; 
c root mean square error by 
ANFIS model
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a.	 The coefficient correlation in predicting the EC, pH, DO, 
and TDS are 0.84, 0.73, 0.59 and 0.54 respectively.

b.	 The Nash–Sutcliffe efficiency in predicting EC, pH, TDS 
and DO are 0.696, 0.476, 0.267 and 0.224 respectively.

c.	 The error generated by the model in predicting EC, 
TDS, DO and pH are 13.724, 10.231 0.782 and 0.658 s 
respectively.

Fig. 6   a Coefficient correla-
tion; b Nash–Sutcliff efficiency; 
c root mean square error by 
MLR.
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Fig. 7   Coefficient correlation; b 
Nash–Sutcliff efficiency; c root 
mean square error by ANN
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5.4 � Comparative analysis of models

From Fig. 8a, by comparing the CC values, pH and DO 
were predicted with strong correlation by ANFIS model 
and ANN model predicted EC with high correlation. The 
prediction made by the MLR model gave weak correla-
tion for most of the parameters. Based on all the litera-
ture review, model giving strong correlation for different 
parameters should be adopted for performing the analysis 
of the particular water parameter [15, 23, 37]. From Fig. 8b, 
it is evident that ANN model achieved higher efficiency 
in predicting pH and EC while ANFIS predicted TDS effi-
ciently. From Fig. 8c, the prediction made by ANN model 

gave minimum error in predicting most of the parameters 
outperforming the other two models. Thus, the model giv-
ing minimum error in the analysis is recommended to be 
used for predicting the specific parameter.

Looking into the results obtained, it is evident that 
ANN model performed better than the other two 
models in predicting most of the water parameters. 
In addition to that, while looking into the overall NSE 
and RMSE, the ANN model predicted parameters with 
maximum efficiency of 97.3 percent and minimum error 
of 8.57 (Fig. 9a). The efficiency of MLR and ANFIS mod-
els are 95.9 percent and 94.1 percent respectively. The 
overall error generated by MLR and ANFIS are 10.64 and 

Fig. 8   Comparison among 
the models: a CC, b NSE and 
c RMSE 0.
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12.693 respectively as depicted in Fig. 9b. Most of litera-
ture indicated that ANN model and ANFIS can be both 
suitable for modeling of water quality parameter but 
also indicated that ANN model is slightly better than 
other two, due to the over estimating and under esti-
mating performance of ANFIS and MLR [15, 17, 19, 38]. 
Thus, using the ANN model was selected as most suit-
able for Wangchuk River. Hence, the prediction for the 
next year and location was performed.

5.5 � Prediction for the next year and location

In analysis, the 6 years data from 2014 till 2020 was 
again used as an input data for the model and predicted 
the data for 2021 and compared the predicted values 
for 2021 with experimental values of 2021. Analysis 
using various training Function of ANN Model were 
performed for best function with higher efficiency. 
The different algorithms are incorporated in the back-
propagation neural network which have different per-
formances capability in training the data such as (1)  
Broyden–Fletcher–Goldfarb Quasi-Newton (trainBFG), 
(2) Bayesian regularization (trainBR), (3) conjugate gra-
dient backpropagation (trainCGB), (4) conjugate gradi-
ent Fletcher–Reeves (trainCGF), (5) gradient descent 
with momentum (trainGDM), (6) gradient descent with 
adaptive learning rate (trainGDA) [39].

While forecasting data for the next year using various 
training functions in ANN model, trainBR could achieve 
higher correlation and maximum efficiency with less 
error as shown in Table 2 and Fig. 10.

The predicted values were compared with the experi-
mental data of 2021 to validate the result. The results 
shown in Table 3 validates that the model could pre-
dict the next year data with strong correlation between 
observed and predicted data, and could achieve opti-
mum efficiency and minimum error in predicting the 
data.

5.6 � Prediction for the next location

Similarly, while forecasting data for the location using 
various training functions in ANN model, trainBR could 
achieve higher correlation and maximum efficiency with 
less error as shown in Table 4 and Fig. 11. In this, the data 
from four locations such as Dodeyna, Pangrizampa, Hejo 
and Babesa were used as input data and predicted for 
Khasadrapchu. The predicted value was compared with 
the experimented value of Khasadrapchu for the valida-
tion and the values were found similar with negligible 
variation. The results shown in Table 5 indicates that the 
predictions made by the model for the next location are 
reasonable with strong correlation, high efficiency and 
minimum error.

6 � Conclusion

This study evaluated three different types of Artificial Intel-
ligence, ANFIS, ANN and MLR models to calculate and 
predict TDS, pH, DO and EC for Wangchu River, Thimphu, 
Bhutan. Results gave the insights to use water models in 
predicting and forecasting the water quality parameters 
at regional and global scale. For the monitoring and man-
agement of water resources in a sustainable manner, the 
suitable model recommended in this study can be used 
by the individual for various rivers and lakes around the 
world. The traditional means of experiments to check the 
quality of river water can be substituted with reliable and 
realistic water models which are the findings of this study.

The experimental data for the selected parameters 
were found within the acceptable range by comparing 
with the standards of the National Environment Stand-
ards of Bhutan 2020, but by looking into the past data 
and comparing it was observed that the quality of the 
water has deteriorated. As a result, some of the mitiga-
tion measures to improve the quality suggested are 
to prevent the pollution from major sources such as 

Table 2   CC and RMSE using 
different training functions for 
next year data prediction

Sl. no. Parameter Training 
functions/
criteria

trainBFG trainBR trainCGB trainCGF trainGDM trainGDA

1 pH CC 0.602 0.262 0.817 0.400 0.205 0.512
RMSE 0.147 0.148 0.093 0.177 0.161 0.150

2 EC (µs/cm) CC 0.332 0.954 0.017 0.530 0.480 0.774
RMSE 21.844 5.766 18.918 14.369 14.793 14.571

3 DO (mg/L) CC 0.772 0.611 0.925 0.637 0.404 0.740
RMSE 1.370 0.891 0.495 1.648 1.092 0.948

4 TDS (mg/L) CC 0.608 0.783 0.196 0.667 0.235 0.442
RMSE 8.083 7.678 11.041 7.553 10.512 9.256
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the domestic waste should not be discharged directly 
into the river. As Thimphu being the largest city in the 
country with largest number of automobiles in the city. 
The waste water from the car wash and workshops is 
observed being discharged into the tributaries of Wang-
chu River which ultimately contaminates the river. A 
change in water chemistry caused by surface water 

Fig. 10   Overall CC, RMSE and 
NSE using different training 
functions for next year data 
prediction
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Table 3   ANN model performance for the next year data prediction

Sl. no. Parameter/criteria CC NSE RMSE

1 PH 0.5 0.201 0.132
2 EC (µS/cm) 0.812 0.658 9.58
3 TDS (ppm) 0.921 0.63 5.01
4 DO (ppm) 0.87 0.662 0.63

Table 4   CC and RMSE using 
different training functions for 
next location data prediction

Sl. no. Parameter Training 
functions/
criteria

trainBFG trainBR trainCGB trainCGF trainGDM trainGDA

1 pH CC 0.850 0.970 0.910 0.970 0.640 0.510
RMSE 0.728 0.245 0.492 0.288 0.855 0.944

2 EC (µs/cm) CC 0.910 0.970 0.890 0.850 0.630 0.980
RMSE 18.690 7.230 7.750 18.130 21.270 5.260

3 DO (mg/L) CC 0.480 0.660 0.530 0.880 0.750 0.770
RMSE 0.879 0.829 0.867 0.415 0.593 0.587

4 TDS (mg/L) CC 0.750 0.660 0.800 0.700 0.690 0.370
RMSE 13.780 10.730 10.390 11.450 13.550 20.130
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pollution can have a detrimental impact on an environ-
ment at all levels. Proper dumping of waste or discharg-
ing after treatment of waste water will be effective for 
water resource conservation. A constant monitoring to 
fresh water resources should be constantly conducted 
and with current practices, the prediction by ANN model 
shows that the water of the capital city of Bhutan will 
keep deteriorating over time. The utilization of applied 
methods in this study can be considered in other riv-
ers of the Country as well as around the globe in order 
to investigate water quality. Furthermore, the models 
applied in this study could provide a basis for manag-
ers, engineers and policy makers for impressive designs, 

management and decisions making over different rivers 
in Bhutan and around the world.
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Fig. 11   Overall CC, RMSE and 
NSE using different training 
functions for next location data 
prediction
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Table 5   ANN model performance for the next location data predic-
tion

Sl. no. Parameter/criteria CC NSE RMSE

1 PH 0.776 0.494 0.727
2 EC (µS/cm) 0.88 0.773 11.145
3 TDS (ppm) 0.68 0.336 11.395
4 DO (ppm) 0.52 0.262 0.712
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the source, provide a link to the Creative Commons licence, and indi-
cate if changes were made. The images or other third party material 
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