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Abstract
Selective attention is one of the dominant properties of the biological visual system to locate regions of interest in 
the scene. This article presents a local feature detector based on selective attention. Most previous approaches are 
bottom-up and do not consider prior information for known object categories. They detect feature points using spatial 
information present in the image. In contrast, this article presents an attention inspired algorithm that encapsulates 
the second-moment matrix-based detector to identify feature points based on some color information selectively. The 
intuition is to use skin color as a top-down cue to generate interest points, finding a high similarity to known spectra. 
It has applications in a variety of real-time applications such as image retrieval, gesture classification, virtual reality, etc. 
The technique is inspired by the human visual perception to gain cognizance of regions based on selective boosting of 
colors. The properties of color models are used to form a distinctiveness function to suppress unwanted background clut-
ter. A relationship between interest points and salient colors in the image is computed using partial correlations in color 
derivative space. The system is evaluated on the MSRA dataset commonly used for saliency detection. The experiments 
are based on finding distinct regions having an affinity towards skin color. The robustness of the algorithm is tested in 
a realistic scenario by separate training and testing datasets. Experimental results show a high level of repeatability for 
different noise variations, image compression, and blur. The simplicity, robustness, and efficiency of the technique to 
locate color interest points make it appropriate for real-time vision systems.
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1  Introduction

Computer vision is one of the most active fields of research 
for providing autonomy to machines and computers. With 
a lot of advancement in electronic gadgets and surveil-
lance systems, there is an abundance of visual data for 
generating inferences. It has created a lot of research 
interest in extracting features from digital images in dif-
ferent applications. Most applications in computer vision 
use low-level features to extract information from the 
images. It refers to identifying important locations (key-
points) on the image that can efficiently describe the con-
tent present in it using a feature descriptor. These features 

discriminately identify different objects in the images. 
However, there can be variations in data on which the 
system is tested and can hinder its performance. This can 
also be due to different environmental factors affecting 
the imaging conditions.

In real applications, an object of interest may be present 
with background clutter in the form of other objects. These 
objects may be trees, poles, furniture etc. which may lead 
to false detections. The presence of clutter in the scene 
reduces the efficiency of detectors and classifiers to locate 
objects. Occlusions are also a type of clutter that inhib-
its the detection of an object. In these situations, interest 
points within the image having more affinity towards the 

 *  Yogeshwar Singh Dadwhal, dadwhal.yogeshwar@gmail.com | 1Academy of Scientific and Innovative Research (AcSIR), (CSIR-CSIO), 
Ghaziabad 201002, India. 2Shri Mata Vaishno Devi University, Katra, J&K 182320, India. 3CSIR-Central Scientific Instruments Organisation, 
Chandigarh 160030, India.

http://crossmark.crossref.org/dialog/?doi=10.1007/s42452-020-3189-y&domain=pdf
http://orcid.org/0000-0003-3996-4002


Vol:.(1234567890)

Research Article	 SN Applied Sciences (2020) 2:1410 | https://doi.org/10.1007/s42452-020-3189-y

object of interest based on physical properties such as 
color, spatial characteristics, etc. may be useful. For key-
points detection, the majority of state-of-art point detec-
tors do not rely on the physical properties of the object to 
be classified. In applications such as victim detection, face 
detection, human body tracking, action recognition, etc. 
the presence of skin color can be used as an important cue 
to locate interest points that may provide us with a better 
understanding of the scene. This may be achieved by mim-
icking the biological visual system, which uses heuristics 
to identify and locate the presence of object categories 
based on color.

Biological vision systems are useful in finding salient 
regions based on the prior color and texture information 
of objects such as pedestrians, vehicles, plants, obsta-
cles, signs, etc. Saliency is defined as the property of an 
object in a scene due to which it stands out in contrast 
to its neighborhood. It has been used for various applica-
tions such as object detection [1], object segmentation [2], 
object appearances [3] and interest point detection [4, 5]. 
In the context of primates, attention is usually top-down 
and goal-directed (memory-dependent). Based on con-
stant learning from birth, a model to attention develops 
in the primates’ visual cortex to look for known object cat-
egories. Over the years, several techniques have evolved 
using prior information to find saliency [6–8]. Though there 
is an abundance of bottom-up (memory-free) approaches 
[4, 9, 10], this paper restricts to learning model for color 
attention. A handful of researchers have leveraged color 
information to guide a saliency for an object category 
[11–13] and the majority of techniques for point matching 
work on gray level images, using the spatial information 
to characterize the interest points. To learn visual atten-
tion [14], a Bayesian framework combining low-level sali-
ency is proposed, which was later extended to learn object 
appearances [3]. A knowledge-based saliency model [15] 
derived from the Bayesian framework is used to learn the 
appearance of objects.

Similarly, a Bayesian approach is used to find a likeli-
hood function [16] to learn the target class and further 
detect potential objects. One efficient way to learn weights 
is to form category-specific dictionaries in a Conditional 
Random Field (CRF) framework [6, 7]. These methods use 
graphical models to generate saliency maps of learned cat-
egories. Visual similarity has been the key to learning top-
down attention between images. A known test image is 
used to retrieve matching images from the database [17], 
learning a Fisher kernels based classifier. This classifier 
helps in separating salient and non-salient regions. This 
approach seems intuitive; however, it has computationally 
higher costs due to visual search and matching.

Moreover, the majority of these approaches use 
the appearance of objects to learn a model that can 

often mislead during the testing phase when objects 
are occluded or undergo certain deformations such as 
humans. For instance, learning the appearance of a pedes-
trian does not grantees its detection if the shape of the 
human body is deformed. So detecting interest points 
that are less dependent on the shape of the object may 
be helpful.

Interest point detection or simply keypoints detection 
helps in locating regions that provide high information 
content and are robust to environmental variations such as 
illumination, blur, compression, viewpoint, scale, etc. Some 
keypoint detectors are Harris detector [18], Color boosting 
with Harris detector [19, 20], Shi-Tomasi [21], Difference 
of Gaussian (DoG) [22], Laplacian of Gaussian (LoG) [23], 
etc. They are used to make a reference model of an object 
using local descriptors such as Scale Invariant Feature 
Transform (SIFT) [22], Speed-Up Robust Features (SURF) 
[24], Binary robust independent elementary features 
(BRIEF) [25]. These descriptors are then matched against 
the test data using a selected similarity score for further 
classification. These techniques are efficient when there 
is a limited number of discriminatory invariant keypoints, 
which is not always the case. So out of all the detected 
keypoints, there exist many redundant keypoints due to 
background clutter, which may degrade the performance 
of discriminatory features for classification.

The contribution of this paper is threefold. It presents 
an extension of traditional bottom-up models to the 
human-centric top-down model. Humans, while look-
ing for certain object categories, use prior information 
to locate objects [26], in contrast, to bottom-up models, 
e.g., while driving a car a person looks at the road (dis-
tinct unique color) to navigate. A novel way to incorporate 
visual perception of color, inspired distinctiveness function 
is proposed based on prior color information. And lastly, 
identifying salient points based on color and spatial statis-
tics to locate closest data points to the learned model, e.g., 
while looking for disaster victims, the rescuers tend to look 
for the presence of skin, blood in the debris.

2 � Related work

Primitive features for image representation are defined in 
terms of edges, corners, template region properties, pixel 
values, boundary, etc. These features are detected at loca-
tions having high information content using edge, corner 
and blob detection by making use of gradients, templates, 
pixel values etc. Differentiation based methods locate 
edges by finding local maxima’s of gradient values by 
using Sobel and Prewitt filters. Laplacian of Gaussian [23] 
uses second-order differentiation to find zero crossings 
to locate edges. A corner is an intersection of two edges, 
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and intuitively there is a lot of information content around 
the corners as it has two different gradient orientations. 
Harris corner detector [18] is based on finding autocor-
relation of gradients on shifting windows over the image. 
Other detectors, such as Kanade–Lucas–Tomasi (KLT) [27] 
and Shi-Tomasi [21] detector are based on gradient cal-
culations. These gradients provide illumination invariance 
to the detector but are highly sensitive to spatial noise. 
Another Low Complexity Corner (LOCOCO) detector [28, 
29] is based on Harris and KLT corner measure. It approxi-
mates first-order Gaussian derivative by a box kernel and 
computes gradient-based integral images followed by 
non-maximal suppression. Other methods of locating cor-
ners use template matching by comparing the intensity 
of surrounding pixes around a corner. One such method 
is the Smallest Univalue Segment Assimilarity Nucleus 
(SUSAN) [30], where intensity differences are calculated by 
every pixel inside a circular area with the center pixel. All 
centre pixels having there differences less than a threshold 
are labelled as corners. Another corner detector is Features 
from Accelerated Segment Test (FAST) [31] where a point is 
considered as a corner if some pixels in the circular region 
are brighter or darker than the centre pixel. The computa-
tional cost of these detectors is lower than gradient-based 
methods. However, the stability of template-based corner 
detector is less compared to gradient-based methods. The 
differentiation-based methods focus on local region con-
trast and hence are sensitive to noise. Satistical learning 
using multiple cues have shown significant advantages 
in terms of robustness and efficiency [32]. Many classical 
methods such as LoG, DoG, Hessian- Laplacian etc. use 
scale-space feature detection to achieve scale invariance 
of feature points. Majority of features descriptors use these 
feature detectors to locate the point of interest. SIFT [22] 
uses local extremes of DoG pyramid to detect keypoints 
and Hessian matrix as a measurement function. SURF [24] 
uses filters to approximate Hessian matrix to detect inter-
est points. An extension of this algorithm is presented 
in [33] using centre-surround differencing to locate key-
points. DART [34] is another version of the keypoint detec-
tor using weighted triangular responses to approximate 
determinant of the Hessian matrix. In recent years detec-
tors based on non-linear Partial Differential Equations 
(PDE) are used to extract features such as KAZE features 
[35]. Additive operator splitting scheme is used to solve 
the PDEs to find local extrema by non-linear diffusion filter-
ing, which leads to a high computational cost. WAve-based 
DEtector (WADE) [36] is another interest point detection 
algorithm based on the wave equation to isolate salient 
symmetries. Some detectors find regions of interest such 
as Maximally stable extremal region (MSER) [37] which 
exploit constancy of image properties to locate regions 
of interest. An extension of MSER using color information 

is Maximally Stable Color Region (MSCR) [38]. It uses color 
distances by finding Poisson statistics of pixel values by 
grouping pixels with a similar color. The reader is referred 
to comprehensive surveys [39, 40] for more information 
on feature detectors and descriptors.

All the feature detectors described above define models 
and algorithms that apply directly to the image. An alter-
native is to train a model and then apply the model to the 
image. This approach is called a top-down approach where 
prior information is fed to the model. The feature detec-
tors proposed so far are generalized detectors. They do not 
have any pretraining of the objects of interest, and hence 
redundant keypoints are suppressed by manual tuning. 
The use of color attention in images is proposed to locate 
points of interest. Color attention (CA) [11] is used to mod-
ulate the shape words in a Bag-of-words approach in an 
image during histogram construction. The bag-of-words 
framework has its roots in natural language processing; 
an object is represented in the form of multiset objects 
and is commonly used to handle occlusions in computer 
vision applications [42, 43]. Multiple cues from shape and 
color are used herein in separate stages. Color is used to 
guide attention, and further shape features are modulated 
within the image where the probability of occurrence of 
the object is more. Color attention is dependent on the 
occurrence frequency of color within a patch-category, 
and hence different attention values are assigned to dif-
ferent colors. In another approach [12], class-specific dis-
criminative colors define an object. The attention maps 
do not include objects having discriminative colors. The 
shortcomings of this approach were handled using object 
patches [13] and dividing these patches into strong and 
weak patches. Lastly, the attention maps modulate the 
weights of Bag-Of-Words for image representation. The 
location of an object in the scene can be determined by 
statistics of low-level features [26] using guided attention. 
These techniques are based on patches and cannot handle 
a certain amount of the noise and blur variations in the 
image. To deal with these challenges, the technique pre-
sented in this article works at the pixel level and generates 
a map which is further used to locate interest points.

Keypoints are detected using some saliency measure 
to enable a sparse search for locating objects in clutter. 
Due to its ease and robustness, the Color Harris detector is 
frequently used for extracting color features [4, 10]. A color 
Gaussian pyramid is used in [5] to make these points scale-
invariant. These interest points are detected using color 
information for texture classification. Frequently occurring 
points in the pyramid and color channels are filtered as 
interest points. The properties of color descriptors [44], 
show invariance to some categories of objects and are 
robust to light variations. In [45], color information based 
shadow, shading illumination and specularities invariant 
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interest points are detected using Lambertian and spec-
ular reflection. The method uses fixed scales to match 
images in varying illumination. Harris second moment 
matrix is used to locate points. Later, color distinctiveness 
was used to locate interest points in the image. Boosting of 
color using local differential structure in images was stud-
ied in [19] to locate salient points. This preliminary work 
based on color boosting hypothesis was inspired by the 
information theory, stating that the information contained 
in color derivatives increases if the probability of occur-
rence of a descriptor is small, which forms the basis of 
color saliency boosting function. This approach provides 
a salient point detector robust to varying illumination 
and shadowing effects in quasi-invariant space. On simi-
lar grounds, the approach was extended by introducing 
a scale selection strategy to detect sparse interest points 
based on color discriminative and invariant properties [20]. 
Conventionally, color-based keypoint detectors follow a 
new bottom-up paradigm to find attention maps followed 
by feature descriptors and vocabulary construction. The 
generation of attention maps is independent of the object 
categories to be detected. This paper proposes a method 
to compute a model based on prior color information to 
generate an attention map and further locate keypoints in 
the image, making it a more application-specific approach.

3 � Proposed method

The proposed method is divided into two stages; In the 
first stage, a skin color model in the form of attention vec-
tors is learned, referred to as a training phase in this arti-
cle. The second stage finds distinct color interest points 
in the image and referred to as the testing phase. Fig-
ure 1 shows an overview of the proposed algorithm. In 
the training phase, a set of color data points are used to 

generate inference to compute an affinity model. In this 
stage, the data points are transformed into another space, 
having less residual variance making it more suitable to 
understand the context of the scene based on color. The 
testing stage calculates the skin affinity map by applying 
the model to the input color image. It helps in generating 
advanced features which can be further utilized for vari-
ous applications. Color Harris energy points are detected 
to check their invariance to various disturbances as in [19].

3.1 � Gaussian derivative transformation

Learning a skin affinity model includes preparing the 
data points for their transformation into another space. 
The data points consist of skin color pixels generated from 
different skin tones and varying illumination conditions. 
The training data, skin pixels are reshaped in the form of a 
matrix for an easy transformation. Incorporating color to 
find skin similarities in the image leads to a computation-
ally efficient model based on differential color structure.

It is observed that the structure of skin color in 
Red–Green–Blue (RGB) space is not sufficient to find a 
solution to locate pixels with an affinity towards the skin. It 
is due to multiple clusters of skin color in RGB space, which 
makes it difficult the find an efficient boundary. Hence, 
the data is transformed into differential vector space to 
explore the hidden structure within the skin data, pro-
posed in this section.

Skin Similarity Maps (SSM) are proposed to handle 
skin tone and illumination variations. This work aims to 
find a suitable transformation that would attenuate these 
variations by exploring the hidden differential structure 
in RGB channels. A simple addition of differential color 
channels results in the cancellation of opposing vectors 
[46]. This will lead to an unwanted addition of noise and 
removal of corner and T junctions in the image structure. 

Fig. 1   Overview of the pro-
posed algorithm
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A combination of differential structure in color images [19] 
was extracted by incorporating principles of color statis-
tics. The RGB values are transformed into the Gaussian 
color model space by finding spatial derivatives computed 
with spatial Gaussian derivative operator convolution at 
scale �.

Algorithm: Proposed color interest point detector

Input:  Training data (Skin pixel map), test image 

1.
2. ←

3. ← / /

4. for (R,G,B channels of  compute gradient in x-direction as ; ; ): 
5. ←

6. ← /

7. ←

8. ← ⨂

9. ← ⨂

10. for (R,G,B channels of  compute gradient in y-direction as ; ; ): 
11. ←

12. ←

13. ← /

14. ← ⨂

15. ← ⨂

16. Transform into a 1-jet descriptor 
17. ← ; ;

18. Calculate the partial correlation within all set of variables. 
19. ←  using eq 3 

20. ←

21. For a test image I, multiply it with vectors obtained as in eq 4.  
22. , , ←

23. Compute gradients for , ,  for all pixels :
24. , ,

25. , ,

26. For each pixel compute: 
27. , 5 by looping over neighbors x,y
28. , ,
29. Repeat steps 26 to 28 for different scales. 
30. Compute the eigenvalues using: 
31. , ,
32. At each scale find local maxima using a 3  3 window to generate interest points: 
33. ← , ,

Output:

The data points in the RGB color model have maximum 
variance along the diagonal of the RGB cube, which rep-
resents grayscale intensity value as it has equal amounts 
of red, green and blue components. All data points form a 
cloud around this diagonal. Closer, the data points to the 
origin represent darker skin tones and data points closer to 

the other end of the diagonal represents lighter skin tones. 
The information contained in a color cloud depends on 
the probability of the derivatives. Differential color chan-
nels are known to be correlated due to the physical nature 
of the color model. The first-order derivative of the color 

cloud yields a remarkably compact and straightforward 
structure that resembles an ellipsoid [19, 20]. The vectors 
in ℜ3 can be computed to approximate this structure. 
These vectors represent the skin color model for generat-
ing SSMs.
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The training data in the form of skin-colored pixels 
are described in the form of an image patch having a 
specific chromatic characteristic in RGB space given by 
�� ∈

{
R�,G�, B�

}
 , where λ specifies the small band of skin 

color tones for training the model. The derivative vectors 
for scale � in the neighborhood are given by

where �r�x is the red channel Gaussian derivative along 
x direction for an image patch consisting of skin colored 
pixels. Equation (1) is a 1-jet descriptor and its compo-
nents are obtained by Eq. (2) using Gaussian filters in x 
and y-direction. The Gaussian derivative filter is used to 
capture the physical structure of color, using a spatial con-
volution kernel G� with scale � = 1 to extract information 
from a limited set of color bands centered at λ.

Here the symbol ⊗ represents the 2-D convolution 
operator. These color features are extracted by convolv-
ing the training set of pixels with a Gaussian operator 
in horizontal and vertical directions. It helps in finding a 
differential color structure for different spatio-chromatic 
levels, which can be leveraged to learn a skin similarity 
function. The RGB channels in �� ∈

{
R�,G�, B�

}
 and vec-

tors in the transformed Gaussian space are correlated due 
to the physical properties of colors. Equation (2) shows 
the transformation of color data points �i� into Gaussian 
derivative space where �i� is the data centered at � (skin 
color), This transformation present a dynamic solution to 
skin color structure. In order to find the vectors that rep-
resent the information of skin color for selectively color 
boosting, the inverse of the covariance matrix is computed 
for this transformation.

3.2 � Skin similarity maps

Vector weights of the model can be obtained by comput-
ing a covariance matrix S� , which is real, symmetric and 
qualifies for spectral decomposition. Matrix S� can be 
decomposed into eigenvector matrix U and eigenvalue �.

The matrix elements of the covariance matrix S� in equa-
tion [3] are computed by RxRx =

∑∑
RxRx . It represents 

the information of unconditional correlation between all 
pairs set of variables, which can be computed by finding 
the partial correlation values within all sets of variables. For 

(1)g =

(
�r�x , �g�x , �b�x , �r�y , �g�y , �b�y

)T

(2)G
x,y

{r,g,b}𝜆
= Gx,y

𝜎
⊗ 𝛿i𝜆, i𝜖{r, g, b}

(3)S� =

⎛⎜⎜⎜⎝

RxRx + RyRy RxGx + RyGy RxBx + RyBy

GxRx + GyRy GxGx + GyGy GxBx + GyBy

BxRx + ByRy BxGx + ByGy BxBx + ByBy

⎞⎟⎟⎟⎠

skin training data, it can be assumed that these variables 
are neither conditionally independent nor equal to zero.

The selective boosting of skin colors for a test color 
image I{r,g,b}(x, y) = (R,G, B)T can be computed using these 
vector weights. The aim is to find a map which selectively 
boosts skin hue and discards the rest of the hues in the 
image. The desired color transformation or the skin similar-
ity map (SSM) is obtained by:

In the above equation, � is the transformation to com-
pute the precision matrix which represents the informa-
tion content of training data, calculated by eigen decom-
position U�−1UT  of equation [3]. This matrix consists 
of weights having an affinity towards skin color. Both 
I{r,g,b}(x, y) and SSM{r� ,g� ,b�}(x, y) are in ℜ3. The skin similar-
ity map separates the entire image into different weights 
depending on the affinity with the trained model. Here the 
input image and the training data has three channels, and 
the computations are simple to calculate. This approach 
lays the foundation of finding interest points in image 
cubes having many spectral bands where the interpreta-
tion of objects of interest is non-trivial. The methodology 
can thus be extended to hyperspectral images having high 
spectral dimensions.

3.3 � Color interest points

The proposed skin attention map is used to locate sali-
ent interest points in the image using the second-order 
moment based detector. Harris and Stephens [18] pro-
posed a second-moment matrix-based detector, some-
times referred to as an auto-correlation matrix describing 
local structure in images. It was further extended to color 
images by computing local derivative using Gaussian ker-
nels of scale �D further averaged in the neighborhood of 
the point by a Gaussian of scale �I [10].

where rx is the result of the convolution of the red com-
ponent of an image with the first derivative of the Gauss-
ian kernel of scale �D in the x-direction, subscript to each 
color channel refers to the differentiation with respect to 
the parameter, ⊗ denotes 2D convolution of the gaussian 
kernel of size �I = 1. All components of the second moment 
matrix are computed by finding gradients for color chan-
nel, following the multiplication and summation of these 

(4)SSM{r� ,g� ,b�}(x, y) = �

(
G
x,y

{r,g,b}�

)
∗ I{r,g,b}(x, y)

(5)

L
(
x, y, �D

)
=

[ (
r2
x
+ g2

x
+ b2

x

) (
rxry + gxgy + bxby

)
(
rxry + gxgy + bxby

) (
r2
y
+ g2

y
+ b2

y

)
]

(6)M
(
p, 𝜎I , 𝜎D

)
= G

(
𝜎I
)
⊗ L

(
x, y, 𝜎D

)
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gradients as in [47]. A corner measurement based on 
Eigenvalues of M is then computed by:

The value of k is set to be 0.04 [18], representing the 
slope of the border between the corner and edge. In Eq. 
(7), the interest points are extracted from the attention 
map generated in Eq. (4) based on the computation of the 
Harris corner measure at different scales. A robust interest 
point detector will detect the same point even in the noisy 
version of the image. The experiments evaluate the suit-
ability of various transformations for interest point detec-
tion that generate a minimal residual variance.

The algorithm was implemented in MATLAB on a sys-
tem powered with Intel i7 4.0 GHz processor and 8 GB 
RAM running on Windows 10 platform. The algorithm took 
0.4321 s to compute interest points on a color image of 
size 300 × 400 × 3. The computational complexity of top-
down interest point detector is of square order O

(
n2
)
.

4 � Experimental results

In order to demonstrate the robustness and limitations of 
the proposed detector, experiments were performed on 
MSRA dataset (Fig. 2). A qualitative comparison between 
the proposed method and two state-of-art color interest 
point detectors and quantitative results for the proposed 
color attention maps to extract color feature points with 
six feature detectors is presented. The experiments are 
used to check the robustness of the interest points to 
different image variations. However, some of the feature 

(7)
E
(
p, �I , �D

)
= det

(
M
(
p, �I , �D

))
− k.trace2

(
M
(
p, �I , �D

))

detectors are improvised to compare them using color 
images.

The training data consist of RGB values taken from the 
Skin Segmentation dataset [48]. A total of 50859-pixel 
samples are used from the dataset for learning a trans-
formation model, which is used to calculate a pseudo 
map. This dataset has skin pixel values from face images 
of diverse age (young, middle and old), gender and race 
(white, black and Asian) from the Face Recognition Tech-
nology (FERET) database and Park Aging Mind Laboratory 
(PAL) database. The training data consists of different skin 
tones from various age groups and illumination, mak-
ing it generic to the color type skin. The training data is 

Fig. 2   Images from the MSRA salient object database [41]

Fig. 3   Residual variance data points after Gaussian derivative, 
opponent and Gabor transformation
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reshaped in the form of a rectangular image having all the 
pixels put together.

The partial derivatives for all three channels are com-
puted for the training data. For each channel, the deriva-
tive is calculated along the horizontal and vertical direc-
tion to extract the frequency filtered transformation of 
the training data. Other transformations available are 
opponent space transformation [19, 20] and Gabor space 
transformation [49, 50] using different Gabor wavelets. 
These wavelets are computed on four different scales at 
obtained by a factor of 2 and six orientations (0°, 45°, 90°, 
and 135°) [50].

The isomap residual variances of these transformations 
are computed (Fig. 3) to find the dimension for which mini-
mum variance is obtained [51]. The relationship between 
G{r}�,G{g}�, and G{b}� vectors and their interdependence 
for a known chroma help in nonlinear feature integra-
tion. For varying isomap dimensionality, it is found that 

projecting the color data points in Gaussian derivative 
space has minimum residual variance in comparison to 
Gabor and opponent space transformations.

The residual variance in all the three cases decays 
approximately linearly at the dimensionality of 2. At this 
point, it forms a knee corresponding to the correct dimen-
sion to find interdependencies for learning an affinity 
model. Beyond this knee point, the variances for all trans-
formations remain almost steady. For this reason, a partial 
correlation for the training data gives an approximate solu-
tion to learn a model.

The Gaussian derivative transformation has a minimal 
residual variance of 0.0024 for a second-order dimension-
ality as compared to 0.0037 for Gabor transformation and 
0.0137 for opponent space transformation. It lays the foun-
dation of the proposed technique using Gaussian deriva-
tive transformation instead of using Gabor and opponent 
space transformations.

Fig. 4   Interest points using a Laplacian of Gaussian, b color boosting, c proposed technique plotted on images from MSRA salient object 
database [41]
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The proposed method of detecting color interest points 
is compared to the state-of-art methods for locating color-
based interest points. The approach is tested on the MSRA 
dataset [41] used for salient object detection. A subset of 
1088 randomly selected images consisting of humans is 
derived from the MSRA dataset to evaluate the proposed 
approach. These images have a variety of variations in 
terms of human postures, age, skin tones, illumination 
effects, etc. making it challenging and a suitable choice 
for the experiment. Figure 2 shows a few images from the 
derived dataset.

The proposed approach is compared to state-of-art fea-
ture point detectors based on chromatic characteristics. 
The RGB Color Harris points are computed by calculating 
the cornerness measure in the image computed using 
equation [7]. The second corner detector is based on the 
color statistics and local differential structure in images 
commonly known as color boosted image features. Color 
boosted features are detected using a saliency boosting 
function estimated over every location in the image. Color 
boosting extracts color based interest points by finding 
rare colors in the image, subsequently detecting Harris 
points [19, 20]. The third interest point detector for com-
parison is the Laplacian of Gaussian [23] detector. It is an 
extension of the luminance-based Laplacian of Gaussian 
over multiple color channels combining scale-normalized 
individual channels. These methods were selected for 
comparison as they rely on color properties of the image 
to locate interest points and are best suited in this context. 
In this article, these detectors are termed as Top-Down 
Color Attention (Proposed), Laplacian Of Gaussian [23], 
and Color Boosting [19, 20], SIFT [22], SURF [24], MSER [37] 
and SUSAN [30].

The article illustrates the performance of different color 
based detectors in Fig. 4. It shows interest points based on 
RGB gradient-based color Harris detector, color boosted 
Harris points and top-down skin color attention. The loca-
tions of these interest points and their scales are repre-
sented by circles indicated in green. The RGB gradient-
based color Harris detector generated a random and lesser 
number of color interest points in the images, Fig. 4a. It 
detects background features due to shadow and shading. 
Whereas significant improvement can be seen in case of 
color boosted Harris points proposed in [19]. The point 
detector focuses on the color information content and 
generates distinctive regions Fig. 4b. This method locates 
interest points based on the selective color boosting of 
the image. The substantial gain in information content 
helps in outperforming the RGB gradient-based detec-
tor. It is observed that these points are detected through-
out the image and not localized to the object of interest. 
The proposed approach using top-down attention cues 
Fig. 4c shows a considerable improvement in the detection 

of color interest points. As the detector has an affinity 
towards skin pixels from the learned model, the majority 
of the interest points are localized near the skin region in 
the image. This helps in making the detector more robust 
and informative.

The Harris threshold is set to 10e−9, and the Laplace 
threshold is set to 0.03. These values are used for all the 
detectors in the experiments to generate keypoints. The 
results depict that the proposed approach is most suitable 
to detect interest points in relevant regions in the image. 
The guided color attention in the model generates pho-
tometric robustness of the interest points. This helps in 
reducing clutter in the image and derives more accurate 
interest points in the image.

Further, the quantitative comparison and performance 
of the proposed interest point detector is presented. An 
evaluation framework [52] proposed by Mikolajczyk and 
Schmid is a good metric to evaluate keypoint detec-
tors [39, 40]. This helps in successful classification under 
real-time scenarios. The robustness of detected points is 
calculated by the repeatability score between two differ-
ent versions of the same image. This work considers blur, 
noise variations, and compression variations in the derived 
MSRA dataset. Each set contains a reference image and 
some corrupted version of the reference image. In this arti-
cle, few algorithms were implemented using vlFeat [53] 
repository to carry out comparison and evaluation of color 
based keypoints detection.

While comparing images for classification and matching 
tasks, it is observed that there are large differences in the 
training and test data. The interest points are evaluated 
for repeatability of detected points under different varia-
tions such as noise, blur and image compression. A robust 
interest point detector shows invariance to locations of 
identified points to these changes. The original image and 
the corrupted image are matched to find corresponding 
regions.

Repeatability score computed for a given set of images 
is the ratio of one to one match correspondences of the 
interest points to the minimum number of interest points 
in the reference image. For instance, any keypoint A from 
a source image is said to be repeated, if there exists a key-
point B in the test image within the vicinity of A having a 
limited overlap error. The image points that do not show 
correspondences corrupt the repeatability score. So, a 
larger number of these correspondences signifies a good 
repeatability score. The amount of overlap of features is 
used to compute the amount of correspondence percent-
age in the form of overlap error. The repeatability score is 
calculated over the overlap error of the detected feature 
point in both the images. For a high overlap error, a good 
repeatability score is obtained. As the error threshold is 
reduced, the repeatability score tends to decrease. The 
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experiment assumes, a feature to have correspondence 
if the overlap error is less than 40%. The overlap of cor-
responding regions is defined as

where € is the overlap error for the corresponding region 
i  in the base image IB and IT . To introduce blur variations in 
the dataset, the reference image transformed and passed 
through a Gaussian low pass filter of 5 × 5 with varying 
standard deviation of 0.5, 1, 1.5, 2, 2.5, 3, 3.5, 4 and 4.5. 
Similarly, some noise variations were added to evaluate 
the performance of different detectors. Gaussian noise is 
added to the reference images with a varying variance of 
10−1, 5 × 10−2, 10−2, 5 × 10−3, 10−3, 5 × 10−4, 10−4, 5 × 10−5, 
10−5; speckle and salt & pepper noise is added with densi-
ties ranging from 0.1 to 0.7 in the dataset images. Joint 
Photographic Experts Group (JPEG) compression is carried 
out by lowering the number of Discrete Cosine Transform 
(DCT) coefficients used for reconstructing the image. 
Furthermore, these compressions are scaled on a quality 
index of 2, 3, 4, 5, 6, 7, 8, 9, and 10 for understanding. More 
the value of quality index better is the quality of the image. 
The experiment was conducted on a derived MSRA data-
set containing 1088 images with 500 features per image 
having the maximum Harris energy values. The compari-
son results show the proposed repeatability scores for 
different variations of input images for Top-Down Color 
Attention interest point detector, Laplacian of Gaussian 

(8)C= 1 −
IBi ∩ ITi

IBi ∪ ITi

interest point detector [23], and Color boosted interest 
point detector [19, 20],.

The repeatability rates with corresponding parameters 
for different variations are presented: Image blur Fig. 5a, 
JPEG compression Fig. 5b, Gaussian Noise, speckle noise 
and salt and pepper noise in Fig. 6. These plots show 
the mean repeatability scores of all the images from the 
derived MSRA dataset. It can be seen that for blur varia-
tions, JPEG Compression the proposed Top-Down Color 
shows a higher repeatability percentage as compared to 
Laplacian of Gaussian and Color-Boosting, SIFT RGB, SURF, 
MSER and SUSAN detectors. At certain noise levels some 
detectors perform well in comparison to the proposed 
detector. This is due to the change in gradient around the 
edges and corners whose strength increases abruptly at 
points of occurrence of noise particles. Similarly, is the 
case for different noise models, the proposed approach 
has competitive repeatability score in comparison to other 
techniques except for salt & pepper noise where the pro-
posed detector is affected by the high frequency noise in 
the image. In color images the salt & pepper noise gener-
ates random color gradients due to which the repeatability 
rates are lower. However, median filtering of such images 
will improve the detector performace. It is intuitive that 
as the quality of the image is increased, the percentage 
of points matching for a fixed overlap error increase. The 
overall results demonstrate that the proposed top-down 
skin distinctiveness approach performs effectively in com-
parison to other detectors.

Fig. 5   Mean Repeatability Scores on MSRA dataset. a This figure 
shows the performance of different detectors with variations in 
image blur introduced by varying the standard deviation of Gauss-

ian low pass filter. b In this figure the X-axis denotes increasing 
image quality index introduced using the JPEG compression
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The behavior of the proposed feature detector varies for 
different overlap error thresholds; To illustrate the potential 
of the proposed detector, Table 1 shows the variations in 
the repeatability rates for Blur, JPEG compression, Gaussian 
noise, speckle noise and salt & pepper noise for different 
error overlaps. From the experiment, it is observed that the 

proposed detector is more robust to noise and Blur varia-
tions as compared to JPEG compression. As the error over-
lap threshold is increased, there is a considerable increase 
in repeatability scores. At 60% error overlap, a noisy image 
has a repeatability of 91.67% for Gaussian noise, 89.108% 
for speckle noise and 80.212% for salt and pepper noise. In 

Fig. 6   a Mean Repeatability Scores for varying Gaussian Noise, b Mean Repeatability Scores for varying density of speckle Noise and c Mean 
Repeatability Scores for the varying density of salt and pepper Noise

Table 1   Performance 
evaluation using Mean 
Repeatability Scores at 
different varying overlap 
error threshold for different 
variations in image

Image variations Overlap error

10% 20% 30% 40% 50% 60%

Blur 26.728 43.614 61.461 74.729 84.311 88.802
JPEG compression 8.4828 28.769 49.422 63.958 74.034 78.480
Gaussian noise 23.741 43.465 63.325 77.263 87.226 91.678
Speckle noise 24.231 38.254 71.572 80.005 85.018 89.108
Salt and pepper noise 15.254 31.290 67.270 72.258 78.251 80.212
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case of blur variations a repeatability of 88.80% is obtained, 
whereas the compressed image shows repeatability of 
78.48% for detected color interest points. This paper com-
pares the state of art detectors on single view images, for 
applications related to object detection and classification. 
The base algorithm can further be extended to tracking 
applications using point matching. The performance of the 
color features detector has scope of improvement in terms 
of noise handling capacity. As already stated 2-D filtering 
can enhance the performance of the system.

5 � Conclusions

This article proposes the use of color and spatial informa-
tion for detecting interest points in the image. It can be 
seen in Fig. 4 that color based interest point detectors yield 
better keypoints on the image. The proposed method 
generates attention maps based on color affinity. These 
vectors are generated by transforming testing data into 
the derivative space and finding vectors in the direction 
of maximum variation. The testing data is obtained by cat-
egory-specific color information, skin color pixels in this 
case, followed by a transformation that generates vector 
weights for the color category. Further, these vectors are 
used to compute color saliency maps for the test images, 
which are then used to locate interest points.

Experiments are conducted on a derived MSRA dataset 
consisting of 1088 images. Evaluation for the robustness 
of interest points was carried out using the repeatability 
metric tested for a variety of variations, including three 
noise variations, blur, and JPEG compression. From the 
experimental results, it can be derived that the detec-
tor shows invariance to Gaussian noise, blur and image 
quality variations. However, the detector is confused by 
the high-frequency components introduced due to salt & 
pepper noise. The results further reveal that the top-down 
approach yields much informative and precise number of 
keypoints on the image. For applications, which include 
motion blur and transmission losses, the proposed color 
feature detector is recommended. The analysis leads to 
define a process to generate an affinity model towards 
a hue; skin color is taken up in this article. It was further 
used to locate interest points on the image to generate rel-
evant information. Qualitative results show the effective-
ness of using a learning-centric model for locating interest 
points. The technique was evaluated using different train-
ing and testing data to simulate real-time scenario where 
unknown images will be fed into the detector.

The evaluation show that the proposed technique 
shows a comparable invariance to noise variations in 
comparison to other state-of-the-art color-based interest 
point detectors. The technique is one of its kind using a 

top down approach to train a model for locating interest 
points in the image. The article also presented the behav-
ior of the proposed technique to a varied amount of over-
lap error for computing repeatability scores.

As a future research direction, the existing methodol-
ogy can be extended to videos where temporal may be 
used to generate visual features for reducing clutter in 
challenging environments. That way, different objects pre-
sent within different temporal frames can be matched for 
tracking purposes. It would also be interesting to integrate 
the system into a robot for visual odometry where differ-
ent feature points can be tracked for their relative loca-
tions due to motion. The proposed feature detector can 
also be used for hyperspectral images where it is challeng-
ing to visualize different spectrums of known categories.
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