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Abstract
The short-term forecast can be used to respond to the unexpected business shocks in advance, thus guaranteeing user 
experience. We present a practical communication traffic forecasting technology based on autoregressive moving aver-
age model. The proposed short-term prediction method is mainly based on the product seasonal model. The orders of 
product seasonal ARMA equation are recognized by the Akaike information criterion, and the parameters of equation 
are estimated by the maximum likelihood method. The unit root test is used to judge the stability and reversibility of 
the model. The performance of the proposed method is evaluated. The experimental result shows that the method has 
high prediction accuracy. The short-term forecast can provide a basis for mobile operators to accurately expand capacity.

Keywords  Mobile communication · Prediction · Time series · Product seasonal model

1  Introduction

Nowadays, mobile communication has become an insepa-
rable part of human society. It serves to the public, makes 
people’s life convenient and promotes the development 
of society. With the widespread use of mobile devices, a 
large number of high-resolution spatial and temporal data 
are collected. Scientists use different methods to analyze 
mobile communication data to study human behavior 
[1, 2], predict trends in mobile communication data [3], 
establish the traffic signal advisory system [4] and analyze 
the future development of mobile services [5, 6]. With the 
rapid development of mobile network and the universal-
ity of network services, the storage of traffic increases. In 
order to ensure the normal operation of mobile system 
and efficient use of business resources, traffic forecasting 
has become a hot research topic. We studied the mobile 
communication traffic data from four aspects: model 
determination, model recognition, testing and predicting. 

Analyzing the traffic volume data, the optimal model is 
determined. Then, it is used to predict the situation of the 
future day. The prediction accurately depicts the actual 
double-peak trends, and the prediction accuracy is high. 
The mobile communication network contains a large 
amount of data. Mining mobile communication data can 
provide suggestions for operation optimization, protocol 
improvement and architecture design.

In 2013, a new wavelet multi-resolution analysis and 
prediction algorithm combined with Fourier spectral 
prior knowledge was proposed [7]. This method focuses 
on the long-term trend prediction of multi-period and 
non-fixed mobile communication series. In 2014, a time 
series prediction method based on the echo state net-
work and multiplication seasonal autoregressive inte-
grated moving average (ARIMA) model was proposed [3]. 
The empirical results show that the method has a good 
prediction effect. In 2015, Mao et al. [2] used the Ivorian 
mobile phone data to analyze the relationship between 
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the national communications network and the socioeco-
nomic dynamics. In 2017, Ren et al. [8] constructed a social 
network based on the call records of China mobile service 
providers and proposed a new model to simulate the pro-
cess of information dissemination. In the same year, the 
interaction between user demography and social behav-
ior was simulated by modeling more than 7 million users 
and 1 billion mobile communication records [9]. Further-
more, the extent to which users’ demographic data can 
be inferred from their mobile communication patterns is 
studied. In 2018, according to the characteristics of com-
munication network performance indicators, a time series 
prediction algorithm based on big data was proposed [10]. 
By analyzing, fitting, modeling and forecasting massive 
data, the algorithm decomposes granularity value of the 
time series. In 2019, the fault data of mobile communica-
tion was analyzed to distinguish valid faults (faults caused 
by infrastructure problems) and invalid faults (faults 
caused by equipment defects or other problems), in order 
to achieve the purpose of filtering invalid faults [11].

The prediction of mobile communication data can 
provide a basis for future business planning. Time series 
prediction methods can be roughly summarized into 
three categories: (1) classical prediction methods based 
on statistics. Classical time series prediction models and 
their extensions have been applied in many fields, and 
the effectiveness has been proved by many research stud-
ies; (2) time series forecasting method based on artificial 
intelligence. The method incorporates the latest machine 
learning technology. The prediction accuracy is improved, 
but the operation is complicated; (3) the combined predic-
tion method, combining the classical time series forecast-
ing and machine learning technology. When analyzing 
and predicting the mobile communication traffic data, 
many methods can be used. However, the Elman neural 
network method is suitable for data with nonlinear and 
abrupt changes [12], the computation of traditional back-
propagation (BP) neural network is complex [13], and 
ARIMA model is suitable for non-stationary sequence [14]. 
Because of the stationarity and periodicity of our data, we 
use the product seasonal ARMA method to model and 
predict in this paper.

The structure of this paper is as follows: The mobile 
communication traffic volume data is introduced in 
Sect. 2.1. The periodic and the doublet characteristics of 
time series are observed. Then, in the remainder of Sect. 2, 
the main methods are introduced, including the product 
seasonal model, unit root test and Ljung–Box test. We 
use these methods to judge the stability of the mobile 
communication time series, to test the significance of the 
parameters and to test the stationarity and the reversibil-
ity. In Sect. 3, the product seasonal ARMA model is used to 
analyze the mobile communication traffic data, according 
to three steps: model determination, model recognition 
and model test. Furthermore, a short-term prediction is 
given, and the performance of the method is evaluated. 
The experimental result shows that the method has high 
prediction accuracy. Finally, the conclusion and discussion 
are mentioned in Sect. 4.

2 � Materials and methods

2.1 � Data

The data comes from the voice traffic collected automati-
cally by the base station of an operator in a city. Nearly 
90,000 pieces of data were collected in six days, from 1:00 
on February 22, 2017, to 24:00 on February 27, 2017. In 
terms of hours, a time-averaged series of voice traffic is 
obtained, as shown in Fig. 1a. The time series exhibits a 
bimodal feature, and the traffic volume varies with time. 
As shown in Fig. 1b, the first peak of the day appears at 
10:00 and 12:00; the second peak of the day appears at 
18:00; the trough between the peaks appears at 14:00; 
before 8 o’clock, the traffic is small; and the traffic begins 
to decrease sharply at 20 o’clock. In addition, the traffic 
volume on February 25 and February 26 is significantly 
lower, which coincides with Saturday and Sunday, and 
the traffic on February 27 is the highest, which is Mon-
day. Overall, the traffic data exhibits the following: traffic 
on Monday > traffic on Friday > traffic on others (Tuesday, 
Wednesday or Thursday) > traffic on weekends.

Fig. 1   Time series diagram of 
mobile communication traffic 
volume
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The time series data is divided into two parts: The first 
part is used as a training set with a length of 120, from 
1:00 on February 22 to 24:00 on February 26; the second 
part is used as a test set with a length of 24, from 1:00 on 
February 27 to 24:00 on February 27. In this paper, we will 
analyze the mobile communication traffic volume of the 
first 120 h, construct the optimal model, test the applica-
bility of the model and then predict the change trend of 
the future 24 h.

2.2 � Product seasonal model

Autoregression and moving average model (ARMA model) 
is one of the most important methods for analyzing the 
time series. The model can be applied in wide field and 
has the characteristic of the small prediction error. For the 
stationary time series, the implementation process for 
autoregressive model (AR model) and moving average 
model (MA model) is relatively easy. However, in many 
cases, in order to fit the dynamic process of the data ade-
quately, the problems of too many parameters or too com-
plex models will arise, if you just use one model (AR model 
or MA model). In order to avoid these problems, ARMA 
model is presented. It is a special combination of the AR 
model and the MA model. The ARMA model not only fits 
the stationary time series accurately, but also reduces 
the number of parameters. ARMA model and its combi-
nation models have been widely used in many different 
fields, such as prediction [15, 16], electricity consumption 
[17–19], hydrological research [20] and so on.

The time series is a sequence of data collected at a cer-
tain time interval, that is, {xt, t = 1, 2, …, n}, which is consid-
ered to be a stationary time series when the mean and the 
variance do not change with time. Otherwise, it is a non-
stationary time series. According to different series struc-
tures, the model AR(p), MA(q) or ARMA(p, q) can be used to 
predict the stationary time series. For non-stationary time 
series, the difference method is usually used to make it a 
stationary one. And then, the stationary series analysis can 
be used to predict.

The model ARMA(p, q)

is a special combination of two models, model AR(p)

and model MA(q)

(1)

xt = �1xt−1 + �2xt−2 +⋯ + �pxt−p

+ �t + �1�t−1 + �2�t−2 +⋯ + �q�t−q

(2)xt = �1xt−1 + �2xt−2 +⋯ + �pxt−p + �t

(3)xt = �t + �1�t−1 + �2�t−2 +⋯ + �q�t−q.

where εt is defined as white noise series with the mean 
0 and the variance σ2; p and q are, respectively, taken as 
the order of AR model and MA model; ϕ1, ϕ2, …, ϕp are the 
parameters of the autoregressive function, and θ1, θ2, …, 
θq are the parameters of the moving average function.

Considering the lag operator B, the AR(p) model can be 
rewritten as ϕ(B)·xt = εt, where

is p-order autoregressive coefficient polynomial. And 
ϕ(B) = 0 is the characteristic equation of AR(p) model. 
Making use of the lag operator B, the MA(q) model can be 
rewritten as xt = θ(B)·εt, where

is q-order moving average coefficient polynomial. And 
θ(B) = 0 is the characteristic equation of MA(q) model. Thus, 
after introducing the lag operator B, the ARMA(p, q) model 
can be denoted as

where ϕ(B) and θ(B) are as shown in Eqs.  (4) and (5), 
respectively.

If a time series shows similarity after s time intervals, 
this series has the periodicity characteristic. Here s is the 
periodic length. A series with the periodicity characteristic 
is also called as a seasonal time series. A simple seasonal 
model is to add periodic effects to other effects. That is xt 
= St+ Tt+ It, where St is the periodic change, Tt is the trend 
item and It is the random fluctuation item. However, in 
most cases, seasonal effects and short-term correlations 
cannot be simply extracted by additive. It is necessary to 
consider the short-term correlations and the replication 
effect of seasonal effects. It is considered that the seasonal 
effect and the short-term correlations are product rela-
tions. The product seasonal model is actually the product 
of ARMA (p, q) and ARMA (P, Q)s, denoted as the product 
seasonal ARMA process ARMA(p, q) × (P, Q)s, where the 
right subscript s indicates the period. Similar to Eq. (6), the 
product seasonal model ARMA(p, q) × (P, Q)s is written as

where there are

(4)�(B) = 1 − �1B − �2B
2 −⋯ − �pB

p

(5)�(B) = 1 + �1B + �2B
2 +⋯ + �qB

q

(6)�(B) ⋅ xt = �(B) ⋅ �t .

(7)Φ
(
Bs
)
�(B)xt = Θ

(
Bs
)
�(B)�t .

(8)

⎧⎪⎨⎪⎩

�(B) = 1−�1B−�2B
2−⋯−�pB

p

Φ(Bs) = 1−Φ1B
s−Φ2B

2s−⋯−ΦPB
Ps

�(B) = 1 + �1B + �2B
2 +⋯ + �qB

q

Θ(Bs) = 1 + Θ1B
s + Θ2B

2s +⋯ + ΘQB
Qs
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and s is the periodic length. The first equation in Eq. (8) 
is the same as Eq. (4), and the third equation in Eq. (8) is 
the same as Eq. (5).

2.3 � Unit root test

The unit root test can be used to judge the stability and 
reversibility of the model. For the ARMA model, the unit 
root means roots of the characteristic equation of the 
AR model and roots of the characteristic equation of 
the MA model. For the AR model, when |ϕ| < 1, D(xt) = 0, 
E(xt) = C < ∞, Cov(xt, xt−k) = C < ∞ can be obtained. The con-
dition of stationarity is satisfied. That means the time series 
is stationary. In this case, the absolute value of the root of 
the characteristic equation is greater than 1. Thus, when 
|ϕ| < 1 or the absolute value of the root of the characteristic 
equation is greater than 1, the time series is considered as 
stationary. On the contrary, the time series is considered 
to be unstable.

For the MA model, when |θ | < 1, the equation is revers-
ible. In this case, the absolute value of the root of the char-
acteristic equation is greater than 1. Thus, when |θ | < 1 or 
the absolute value of the root of the characteristic equa-
tion is greater than 1, the time series is considered to be 
as reversible. On the contrary, the time series is consid-
ered to be irreversible. The existence of unit roots in the 
autoregressive part indicates that the model is unstable. 
That is, the model does not have the trend of returning to 
the specified values over time. The existence of unit roots 
in the moving average part indicates that the sequence is 
irreversible. That is, the sequence cannot be represented 
as an autoregressive equation of a series of deviated 
observations.

2.4 � Ljung–Box test

The Ljung–Box test is mainly used to test the residual 
sequence of the fitting model. According to the test 
results, the sufficiency of extracting information from the 
model is analyzed. Null hypothesis and alternative hypoth-
esis are set as follows: H0: ρ1 = ρ2 = ⋅⋅⋅ = ρm = 0 versus H1: at 
least one ρi ≠ 0 (i = 1, 2, …, m). The test statistic is given as

where N denotes the amount of data, 𝜌̂i represents the 
autocorrelation value at lag i and m is the value of the 
detected lag period. Q(m) follows a Chi-square distribu-
tion. The null hypothesis will be accepted, when the p 
value is larger than the significant level α (the default 
α = 0.05). At this time, the residual sequence is considered 
as white noise sequence.

(9)Q(m) = N(N + 2)

m∑
i=1

𝜌̂2
i

N − i

The Ljung–Box test has been widely used in time series 
analysis and other fields. Xing et al. [21] used a flat gene 
filter based on the Ljung–Box test to screen and identify 
differentially expressed genes in biological experiments. 
This method helps to understand gene functions and to 
identify key genes at specific stages of plant development. 
Chen et al. [22] proposed a blind robust detection method 
based on Ljung–Box test. The simulation results show that 
the method achieves significant improvement in detec-
tion performance when the correlation between receiving 
antennas is low. Bogusz et al. [23] used the least squares 
method, the median absolute deviation criterion and the 
t test, respectively, to remove the deterministic part of the 
time series. Then, the Ljung–Box test is used to test the 
residual sequence and prove the self-similarity of the sto-
chastic part of the GPS time series.

3 � Results

The statistical characteristics of mobile communication 
traffic data can reflect the economic situation and human 
dynamics in a certain area. In this section, we analyze 
the traffic volume data of 120 h and then construct the 
optimal model and test it. Finally, the change trend of 
the future twenty-four hours is predicted. The product 
seasonal ARMA model is used to analyze the mobile com-
munication traffic data and make a short-term prediction, 
according to the following four steps:

Step 1 model determination. The stability and the sea-
sonality of time series are judged according to the ACF 
(autocorrelation function) graph, the PACF (partial auto-
correlation function) graph and the ADF (augmented 
Dickey–Fuller) test. The product seasonal model is 
determined.
Step 2 model recognition. The order and the param-
eters of the seasonal ARMA model are recognized by 
the EACF (extended autocorrelation function) and the 
AIC (Akaike information criterion). The product seasonal 
ARMA equation is obtained.
Step 3 model test. The applicability of the model is detected 
from three aspects: significance test of the parameters, sta-
tionarity and reversibility test and the residual sequence 
test. That means the equation needs to satisfy the follow-
ing: the parameter is significant, the inverse for the root of 
the characteristic equation is within the unit circle, and the 
residual sequence is a white noise one.
Step 4 prediction. The mobile communication traffic vol-
umes of the future twenty-four hours are predicted, and 
the prediction error is measured with the mean-square 
error (MSE) and the mean absolute error (MAE). This sec-
tion may be divided by subheadings. It should provide 
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a concise and precise description of the experimental 
results, their interpretation as well as the experimental 
conclusions that can be drawn.

3.1 � Model determination

In general, the data correlation and ADF test are used to 
test the stationarity of time series. First, we apply the graph 
of ACF and PACF to initially determine the stationarity of 
data. Then, the ADF test method accurately tells us that 
the time series is stationarity. The autocorrelation func-
tion slowly attenuates in a regular sine form when the lag 
phase gradually increases, and the partial autocorrelation 
function slowly attenuates in an irregular sine form when 
the lag phase gradually increases. That is, the autocorre-
lation plot and the partial autocorrelation plot exhibit a 
trailing decay. So it is preliminarily judged that the time 
series is stationary.

Further, the exact results are calculated by ADF test, 
which is used to judge stationarity of the time series 
through the unit root detection. The original hypoth-
esis will be rejected when statistics t is less than the sig-
nificance level threshold, indicating that there is no unit 
root in the time series. It indicates that the time series is 
stationary. Otherwise, it is non-stationary. As shown in 
Table 1, the t value is obviously less than the critical value 
of the significance level of 1%, that is, − 5.2397 < − 4.0405. 
It holds that the time series is stationary at 99% level of 
confidence. To sum up, data correlation detection and ADF 
test indicate that the time series is stationary. In addition, 
the correlation of ACF and PACF diagrams is very strong 
at the time points when the lag interval is 12 times. That is 
the typical performance of the periodicity of time series, 
which indicates that the time series has seasonal charac-
teristics. In summary, the time series satisfies stationarity 
and seasonality.

3.2 � Model recognition

Because of the stationarity and seasonality of the time 
series, the product seasonal ARMA model is chosen. The 
product seasonal ARMA model is a hybrid model of non-
seasonal model ARMA(p, q) and seasonal model ARMA(P, 
Q)s. The order p and q of the non-seasonal model are 
determined by the EACF. The order P and Q of the sea-
sonal model are more complex, but not larger than 2 usu-
ally. Periodic s is determined by the characteristics and 
actual conditions of the data. The EACF contains triangles 
made up of "0," and the position of the upper left corner 
of the triangle is defined as (p, q). For the non-seasonal 
model ARMA(p, q), p = 0, q = 4 is obtained. For the seasonal 
ARMA(P, Q)s model, P and Q take various combinations 
of values not exceeding 2. Moreover, the period s = 24 is 
determined by the characteristics of the data. According 
to the AIC shown in Table 2, the best one is established as 
product seasonal ARMA(0, 4) × (1, 0)24 in a number of pos-
sible fitted models. 

The parameters and related statistical information of 
the optimal model ARMA(0, 4) × (1, 0)24 are given in Table 3, 
according to maximum likelihood estimation. After taking 
two decimals, the model equation is as follows:

3.3 � Model test

Model diagnosis is used to verify the fitting sufficiency of 
the model ARMA(0, 4) × (1, 0)24. The following will be con-
ducted from three aspects: coefficient significance test, 

(10)

(
1 − 0.91B24

)
xt =

(
1 + 1.01B + 0.92B2 + 0.82B3 + 0.25B4

)
�t

Table 1   ADF test for the time series

Augmented Dickey–Fuller test t statistic Prob
− 5.2397 0.0002

Test critical values
 1% level − 4.0405
 5% level − 3.4497
 10% level − 3.1501

Table 2   AIC value table for 
several fitting models

p q P Q AIC p q P Q AIC p q P Q AIC

0 4 0 2 − 426.87 0 4 0 1 − 392.84
0 4 1 2 − 490.76 0 4 1 1 − 488.58 0 4 1 0 − 506.94
0 4 2 2 − 489.65 0 4 2 1 − 488.60 0 4 2 0 − 491.41

Table 3   Test table of the model

Estimation represents the estimated value, SE represents the esti-
mation error, and t value represents the t statistic value

Estimation SE t value

ma1 1.0120 0.0959 10.5527
ma2 0.9158 0.1056 8.6723
ma3 0.8152 0.1061 7.6833
ma4 0.2490 0.1034 2.4081
sar1 0.9075 0.0266 34.1165
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stationarity and reversibility test and residual sequence 
test.

3.3.1 � Significance test

Coefficient test refers to detecting the significance of each 
coefficient by t test. The main function is to test whether 
coefficient of the variable (or control variable) is signifi-
cant at a specific level of significance. Significant results 
can indicate that the variables have obvious explanatory 
power. Otherwise, it is not. Null hypothesis and alternative 
hypothesis are set as follows: H0: μ = 0 versus H1: μ  ≠  0, and 
the test statistic is given as

where x̂ represents the estimated value and s repre-
sents the standard deviation. |t| > 2 indicates that the 
coefficient of the variable is significantly not equal to 0. 
That means the variable has a strong explanatory power 
for explanatory variables. On the contrary, if |t| ≤ 2, this 
variable has almost no explanatory power. Then, we can 
choose to remove this variable, which not only optimizes 
the model but also simplifies the calculation. As shown 
in Table 3 above, the significance of the coefficient in this 
paper is tested by the t test. In the last column, all t values 
satisfy |t| > 2. So it proved that these variables have strong 
explanatory to the model.

3.3.2 � Stationarity and reversibility test

Stability and reversibility of the model are judged using 
the unit root test. The stationary condition of model is 
that inverted roots of function Φ(Bs)ϕ(B) = 0 are within 
the unit circle. And the reversible condition of model is 
that inverted root of function Θ(Bs)θ(B) = 0 is within the 
unit circle. Here, the distribution of the eigenvalue for the 
model ARMA(0, 4) × (1, 0)24 is detected. The inverted root 
of characteristic equation is shown in Table 4. The former 
twenty-four values are inverted roots of 1 − 0.91B24 = 0, and 
the latter four values are inverted roots of 1 + 1.01B + 0.9
2B2 + 0.82B3 + 0.25B4 = 0. The points in Fig. 2 correspond 
to the values in Table 4. The blue hollow circles represent 

(11)
t =

x̂

s
�√

n

,

reciprocal eigenvalues of the autoregressive polynomial, 
and the red solid circles represent reciprocal eigenvalues 
of the moving average polynomial. Each root is within the 
unit circle, which indicates that the model ARMA(0, 4) × (1, 
0)24 has the stability and reversibility.

3.3.3 � Residual sequence test

The residual sequence can test the sufficiency of the 
model fitting. The model is considered to be well fitted if 
the residual sequence is close to the white noise sequence. 
Using the ARMA(0, 4) × (1, 0)24 to fit the data on former 
120 h, the residual sequence with mean value 0.0001 and 
variance 0.0005 is obtained. The residual sequence has 
almost non-correlation and non-biased autocorrelation. It 
is preliminarily judged that the residual sequence is close 
to the white noise sequence. Furthermore, the accurate 
results are detected by Ljung–Box test. The p value equals 
to 0.9364, greater than 0.05. The Ljung–Box test result 
tells us that the residual sequence is considered as a white 
noise sequence.

3.4 � Data prediction

In order to measure the prediction effect, the MSE and 
MAE are used as evaluation performance indicators. 

Table 4   Distribution of the inverted roots for the model ARMA(0, 4) × (1, 0)24

Inverted AR roots 0.99 0.96 − 0.26i 0.96 + 0.26i 0.86 + 0.50i 0.86 − 0.50i 0.70 + 0.70i

0.70 − 0.70i 0.50–0.86i 0.50 + 0.86i 0.26–0.96i 0.26 + 0.96i 0.00–0.99i
0.00 + 0.99i − 0.26 − 0.96i − 0.26 + 0.96i − 0.50 + 0.86i − 0.50 − 0.86i − 0.70 + 0.70i
− 0.70 − 0.70i − 0.86 − 0.50i − 0.86 + 0.50i − 0.96 + 0.26i − 0.96 − 0.26i − 0.99

Inverted MA roots 0.10 + 0.86i 0.10 − 0.86i − 0.39 − 0.69

Fig. 2   Distribution diagram of the inverted roots for the model 
ARMA(0, 4) × (1, 0)24
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They are often used to evaluate prediction accuracy. For 
instance, the prediction accuracy of weather forecast is 
evaluated [24], the prediction performance of surface tem-
perature prediction model is evaluated [25], and the effect 
of tuberculosis incidence prediction model is evaluated 
[26]. MSE is defined by the mean of the sum of squared 
errors and can evaluate the degree of variation of data. 
The smaller value of MSE indicates that the accuracy of 
predictive model in describing experimental data perfor-
mances is excellent. The occurrence of abnormal value 
will make the MSE value larger. MAE is the mean of the 
absolute error, which can reflect the actual situation of the 
prediction error better.

In this manuscript, the ARMA(0, 4) × (1, 0)24 is used to 
make short-term prediction for the next twenty-four-hour 
traffic, as shown in Fig. 3. The black box indicates the real 
value sequence, and the red ring indicates the prediction 
value sequence. The changing trend of the two curves 
is consistent, and the absolute value of error at each 
hour less than 0.1. In addition, the prediction accuracy 
is MSE = 0.0018 and MAE = 0.0424. From the error results, 
we can see that there is no abnormal value of the traffic 
volume, and the prediction deviation per hour is relatively 
small. The prediction accuracy is high. The model can accu-
rately predict the future traffic volume.

The main purpose of modeling is to predict the possible 
situation in the future. Inferring the future based on the 
history and current situation is the basic idea for imple-
menting predictions. Therefore, it is necessary to assume 
the history and current situation are representative or 
sustainable. The time series shows the history and cur-
rent situation of random variables. Maintaining the basic 
characteristics of random variables requires the essential 
characteristics of time series to continue into the future. 
The mean, variance and covariance of time series can be 
used to describe its essential characteristics. Thus, the 
time series whose values of these statistics can remain 
unchanged in the future is stable. That is, if the time series 
generated by the random process satisfies the following: 
the mean is independent of time t, the variance is inde-
pendent of time t, and the covariance is independent of 

time t, then the time series is called as stationary. Vividly, 
the stationarity requires that the fitted curve can con-
tinue along the existing form within a period of time. It 
can be seen that the stationarity of time series is the basic 
assumption of classical regression analysis. The prediction 
based on stationary time series is effective.

The above prediction better shows the bimodal char-
acteristics of time series (in Fig. 3). Furthermore, the pre-
dicted peaks are consistent with the actual traffic volume, 
appearing around 12:00 and 18:00, respectively. Observing 
the traffic volume time series in Fig. 1 directly, the similar 
characteristics appear in the time series after the same 
period interval. Obviously, the time series is periodic. The 
traffic volume is similar every twenty-four hours. Every day, 
the traffic volume starts to increase at 8:00 and reaches the 
maximum value at 11:00 and 12:00 for the first time; then, 
the traffic volume starts to fall and reaches the trough at 
14:00; after that, it continues to increase and reaches the 
maximum value at 18:00 for the second time; then, the 
traffic volume drops almost linearly; between 0:00 and 
8:00, the traffic volume is very small. Although the traffic 
volume on weekends is significantly lower than that on 
weekdays, it is still a bimodal distribution. This periodic 
bimodal feature of the time series reflects the characteris-
tic of human communication behavior. The peak of com-
munication traffic occurs at 12:00 and 18:00, correspond-
ing to the noon peak and evening peak.

4 � Discussion

The rapid development of mobile communication tech-
nology has promoted the explosive growth of the mobile 
communication market. With the rapid increase in the 
mobile communication network load, the mobile com-
munication network will face greater challenges, for exam-
ple the rapid growth of mobile communication data, the 
continuous increase in mobile network connections, the 
continuous emergence of new services, the diversifica-
tion of business scenes and so on. Mining mobile com-
munication data can provide suggestions for operation 
optimization, protocol development and architecture 
design. Prediction can provide support for decision mak-
ing, and it is the basis for planning. The ARMA model and 
the modified ones are very important methods in the cur-
rent prediction field. Based on the time series data from 
February 22 to February 26, the stability and the season-
ality are obtained. By means of the parameter estimation 
and the hypothesis testing method, the optimal prediction 
model is determined to be ARMA(0, 4) × (1, 0)24, which has 
characteristics of significant parameters, stability, revers-
ibility and white noise residual sequence. The significant 
parameters mean that variables give a strong explanatory Fig. 3   Forecast sequence of traffic volume on February 27, 2017
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to the model. The stability indicates that the mean and 
the variance of the model do not change with time and 
are less affected by the disturbance term. The reversibility 
tells that the model is convergent. The white noise residual 
sequence indicates that the model can extract relevant 
information sufficiently. A good prediction can minimize 
the impact of uncertainty on the object and provide a ser-
vice for scientific decision making. The ARMA(0, 4) × (1, 0)24 
is used to predict the situation of last twenty-four hours on 
February 27. The prediction curve accurately depicts the 
double-peak trend of the actual data. The performance 
of the proposed method is evaluated by MSE and MAE. 
The experimental result shows that the method has high 
prediction accuracy.

Using the time series analysis method, we studied the 
mobile communication traffic data. The effective and 
accurate prediction can provide operators with capac-
ity expansion basis and resource allocation support. The 
capacity expansion refers to increasing base stations or 
increasing carrier frequencies. The carrier frequency of 
a base station can be understood as the capacity of the 
base station, which determines the processing capacity of 
the base station. When the predicted peak value is higher 
than the designed capacity, operators need to consider 
capacity expansion. In addition, operators can determine 
the scale of capacity expansion according to the predicted 
values. The prediction for hourly traffic volume can pro-
vide support for operators to allocate network resources 
reasonably. When the traffic volume is low, operators will 
close some network resources (such as carrier frequency 
resources and software resources) to achieve the purpose 
of saving energy and cost. According to the prediction 
results of time series, operators can accurately preset the 
time to turn on or off network resources. For example, 
operators can preset to turn on the network resources 
during the predicted peak periods such as 11 o’clock and 
18 o’clock and preset to turn off the network resources 
during the predicted trough periods. In addition, opera-
tors can preset how many network resources to turn on or 
off according to the prediction value.

In this article, we use traffic volume of all cellular cells, 
whose geographical locations are different. Occasionally, 
accidental power failure may cause temporary equipment 
failure, resulting in part data loss in few geographical loca-
tions. When generating the hourly traffic volume time 
series, the traffic volume is defaulted to 0 to participate 
in the calculation if the traffic volume of a certain cellular 
cell is "none." We focus on the analysis and prediction of 
time series in this article. In the future, the spatiotemporal 
analysis and prediction of communication data is one of 
our focuses. The estimation of loss data in certain cellu-
lar cell can be completed by spatial data analysis meth-
ods. It may contribute to prediction when using spatial 

interpolation or spatiotemporal methods to estimate the 
loss data in some geographical locations. Furthermore, the 
spatiotemporal clustering is a work we are considering in 
another manuscript.
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