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Abstract
This study presents a novel approach to assess the perception of auditory Absolute threshold (ATTh) in healthy individuals 
exposed to noise and solvents in their occupational environment using machine learning approaches. 396 subjects with 
no known history of auditory pathology were chosen from three groups, namely, employees from Chemical Industries 
(CI), Fabrication Industries (FI), and professional Basketball Players (BP), with each category having 132 subjects. Absolute 
Threshold Test (ATT) was developed using MATLAB and the experiment was conducted in a silent, noise-free environ-
ment. ATTh was obtained twice, during the commencement and conclusion of the employees’ workshift in CI and FI. 
For BP, ATTh was obtained before and after their basketball training sessions and was used as features for binary SVM 
classification approach, in which the RBF kernel-based technique was found to provide maximum accuracy as compared 
to linear and quadratic approach. For three-class classification, MLP neural network with Levenberg–Marquardt training 
function in the hidden layer and Mean Square Error function in the output layer was found to be optimal along with 
k-Nearest Neighbor (kNN) and Support Vector Machine (SVM) approach using Radial Basis Kernel Function (RBF), in which, 
an accuracy of 81.06% was observed in kNN approach and 92.4% using MLP neural network approach, whereas SVM 
yielded an accuracy of 93.94% in the classification of the subjects into CI, FI and BP, showing that the SVM outperformed 
kNN and MLP neural network for healthy subjects based on their occupational exposure/professional sports training. 
Such machine learning approaches could further be probed into, to improve the accuracy of classification. Also, such 
techniques can help in real-time classification of subjects based on their occupational exposure so as to predict and 
prevent plausible permanent hearing dysfunction due to occupational exposure as well as to aid in sports rehabilitation 
and training programs to assess the auditory perceptive abilities of the individuals.

Keywords  Hearing perception · Absolute threshold test · k-Nearest neighbor · Multi-layer perceptron · Levenberg–
Marquardt · Support vector machine · Radial basis kernel function

1  Introduction

Sound is the most important channel of communica-
tion between two living beings. Perception of sound is, 
thus, a prime factor in understanding the meaning of the 
information being communicated between the source 
and the listener. Sound is often defined in terms of both 
physical as well as various psychological factors such as 

pitch, loudness, melody and gaps. Auditory dysfunction 
is a serious problem in humans but is seldom considered 
for preventive care [1]. This is more common in develop-
ing countries such as India. Although auditory diagnosis is 
performed using audiometry and related tests, they often 
fail to provide a preventive diagnosis. Also, these tests are 
subjective in nature. This problem could be tackled by 
the inclusion of auditory perceptual aspects into the tests 
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being developed to ascertain the hearing of a subject who 
is often exposed to occupational noises which could be a 
plausible cause for an irreversible auditory damage [2]. The 
present work emphasizes on one such approach with the 
aid of absolute threshold tests, and the results are assessed 
using machine learning approaches so as to arrive at a 
meaningful conclusion about the results obtained in terms 
of the onset of a plausible hearing deterioration in the sub-
jects considered.

2 � Background

Hearing and perception are often in synchrony for any 
process to be completed in terms of sensation in human 
beings. While aspects such as intensity and frequency are 
often used to quantify and localize the sound, perception 
of the same has a direct relationship with the understand-
ing of the meaning of the sound perceived and is hence a 
qualitative aspect [3]. For instance, music, which is melodi-
ous to an individual may seem very absurd to another due 
to the variation in the perception of the sound. Hearing 
is disturbed by various environmental factors, one such 
example being the occupational exposure to noise in fabri-
cation industries. Another important, but often neglected 
domain is the exposure to solvents in chemical industries 
which is known to cause permanent damage to the coch-
lea and thereby affecting the hearing of such employees. 
Hence, there lies an urgent need to address the concerns 
of such industries, wherein the detection of a plausible 
onset of auditory perception deterioration can be very 
helpful in rehabilitation of employees so as to avert perma-
nent auditory dysfunction as an occupational hazard. This 
article emphasizes the assessment of the Absolute hearing 
threshold of the employees of chemical and fabrication 
industries to discern their abilities in terms of auditory per-
ception. At the other end of the spectrum, the results were 
compared with professional basketball players, as litera-
ture suggests that regular training and practice of sports 
such as basketball and table tennis have resulted in an 
improvement of auditory perception in such players [4].

2.1 � Absolute threshold

Absolute threshold (ATTh) is best measured on a decibel 
scale and can be varied with respect to the intensity using 
different patterns such as linear and staircase approaches. 
Other novel ways of varying the tones include parametric 
estimation by sequential testing and Maximum Likelihood 
Procedure, which is followed in the present work. Conven-
tionally, pure tones of 500 ms duration is designed with a 
1 kHz frequency. When such sounds are provided to the 
subjects, they are required to respond to the variations by 

normal subjective approaches based on which the ATTh is 
obtained [5]. Detection based approaches confine them-
selves to find out whether a subject has heard the tone or 
not by incorporating a simple YES–NO approach, whereas 
discrimination-based techniques probe further to differen-
tiate a given pair of tones as inputs. These paradigms are 
developed using adaptive techniques wherein the sound 
is varied based on the previous response of the individual, 
while the non-adaptive techniques do not use any such 
feedback to vary the sound and the same is achieved 
by a predefined protocol such as step, ramp or staircase 
approaches [6].

2.2 � Occupational exposure

Exposure to noise in the work environment is perhaps one 
of the most important reasons for hearing dysfunctions 
in employees of fabrication industries and others who 
work with noise producing machines. In case of paint and 
chemical industries wherein machines such as centrifuges 
and boilers are common for numerous chemical processes, 
aromatic chemicals/solvents too play an important role in 
the deterioration of hearing abilities of such employees [7]. 
There is adequate proof to prove that a combined effect of 
exposure to noise as well as solvents cause a higher degree 
of hearing loss in the employees of solvent industries with 
constant exposure. This is due to the ill-effect of ototoxic 
chemicals (often divided into workplace chemicals and 
medications) which are proved to have a synergic effect 
on our hearing system. Solvents damage the neurological 
pathways as well as the cochlea resulting in an irreversible 
hearing loss which is more prominent if there happens to 
be an exposure to a combination of noise and solvents [8]. 
More than 700 chemicals are regarded to be ototoxic in 
nature and this fact is often neglected in case of cochleo-
toxic non-steroidal anti-inflammatory drugs which often 
cause sensorineural hearing loss [9].

While there have been discussions on plausible disad-
vantages of noise exposure, there is a positive dimension 
to a controlled exposure to sound, if not noise, which often 
results in an improvement in hearing perception which 
is observed in case of sports training and rehabilitation 
programs. For instance, in table tennis, the players seem 
to be ready to return the ball to the opponent while the 
ball has just been served even without visually perceiving 
the ball. This happens just by an auditory perception of the 
ball being hit by the racket of the opponent and this sound 
prepares the players to be ready to return it by anticipating 
its arrival trajectory and speed. Else, by the time the play-
ers prepare to return the serve, the ball would have gone 
past them and they will have lost a point in the game. This 
sense of preparedness comes due to the response to the 
sound first, and then to a visual response. This pattern 
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improves with regular training of sports. Such subjects are 
aptly considered as positively conditioned subjects in the 
present experiment [10].

2.3 � Data analytics

Data analytics encompasses novel approaches such as 
cleansing, transforming and modelling of a given dataset. 
This helps in arriving at meaningful conclusions for deci-
sion making tasks. While approaches such as data min-
ing help in developing prediction and assessment-based 
models, analytics follow more of a descriptive approach. 
This is supported by visualization to understand the results 
better. Various machine learning approaches are used to 
recognize the patterns to quantify the results, and neural 
network based techniques are useful in decision making 
by mimicking the natural patterns of the brain [11]. Often 
termed as artificial intelligence, this approach helps the 
model to learn, similar to biological neural networks. One 
such approach is the multilayer perceptron (MLP) which 
is a feed-forward artificial neural network consisting of a 
minimum of three nodes (input layer, hidden layer and 
output layer). Each node denotes a non-linear activation 
function and this involves a supervised learning approach 
with back propagation for the purpose of training. This 
can analyze the data which is not linearly separable and 
hence finds applications in various biological data analyt-
ics as well [12]. The present work confined to the usage 
of pattern recognition-based approaches in terms of kNN 
and SVM. Further, neural networks were incorporated with 
MLP for data analytics.

3 � Materials and methods

The Absolute Threshold (ATTh) of hearing is the minimal 
intensity level of a pure tone sound which is heard by an 
average human being with normal hearing in the absence 
of any other sound [13]. The range of hearing is defined to 
be 20–20 kHz and any sound with frequency outside this 
range goes unperceived thereby not affecting the physi-
ological aspects of hearing. The ATTh is frequency depend-
ent and is highly sensitive for a range of 1–5 kHz during 
which the hearing threshold may extend up to − 9 dB SPL 
[14].

3.1 � Maximum likelihood procedure

The traditional approach to vary the input attributes of 
sound would be in staircase or ramp formats in incre-
mental/decremental methods. Maximum likelihood 
procedure provides a novel approach to such variations 
wherein the response of the subject is used to obtain 

the likelihood of the threshold value and the succeed-
ing input is provided based on the ultimate estimate 
which is simply the position of the maximum likelihood. 
Maximum likelihood procedure commences by the pro-
vision of the sound above a predefined intensity thresh-
old and the subjects are asked to respond if they were 
able to hear the sound at this level. The intensity level 
of the next auditory input is varied based on this cur-
rent intensity level [15]. A psychometric function is then 
estimated based on the likelihood of the occurrence of 
the hearing function. The likelihood of occurrence of a 
kth hypothesized function (L(Ak)) in terms of a binomial 
log-likelihood approach is essential for the correct pre-
diction. This likelihood of occurrence can be obtained 
as shown in (1).

where A(xn) = Probability of the correct response for a 
given threshold level; n = The trial number; R = The occur-
rence of the correct answer (equated to 1); E = The occur-
rence of the wrong answer (equated to 0)

In the present context, (1) represents the likelihood 
of occurrence of the correct response for a predefined 
threshold level in terms of ATTh. In other words, L(Ak) 
provides the correctness of the response of the sub-
ject in terms of the true positives of the predicted ATTh 
values. R corresponds to the number of occurrences of 
the correct prediction, which has been equated to 1 
and E denotes the number of wrong responses which is 
equated to 0, while predicting the likelihood of occur-
rence of a correct response. The likelihood occurring the 
maximum number of times is concluded to be the likeli-
hood of the psychometric function [16]. The threshold 
value for a given trial is found, based on the previous 
trial, with the aid of the psychometric function devel-
oped, as given in (2)

where a = The midpoint of the likelihood; b = Slope of the 
psychometric function; c = False alarm rate; d = Rate of 
lapse of attention of the subject

In this case, y denotes the psychometric function, 
which is a simple inferential model observed in detec-
tion as well as discrimination-oriented applications. This 
provides an insight into the relationship between the 
stimulus as well as the response. Hence (2) could be con-
sidered as am application of a generalized linear model 
to the given psychophysical information, in the present 
context being ATTh.

(1)L
(
Ak

)
=

n∑

i=1

[R{lnA(xn)} + E{ln{1 − A(xn)}}]

(2)y = a −
(
1

b

)
× ln

[
1 − c − d

p target − c
− 1

]
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3.2 � Experimental paradigm

The ATT experiment developed finds its use in the auditory 
perception assessment while varying the intensity of the 
sound input. A pure tone of 1 kHz and 500 ms duration was 
developed to be the auditory stimulus and the intensity was 
varied using Maximum likelihood procedure with regard to 
the response dependent on the perceptive abilities of the 
subjects. The tone encompassed cosine ramps of 10 ms 
duration and 3 blocks of such tones were designed with 15 
trials in every block. The subjects were asked to press “1” on 
the keyboard if the tone was heard and “0” otherwise. The 
maximum number of trials was fixed to be 100 and the range 
of intensity was 30 dB to 110 dB. At the beginning, the other 
constant values were b = 1, c = 0, p-target = 0.631. The initial 
block of sound was provided at 30 dB. Based on the subject 
response, the psychometric function was estimated using (1) 
and the intensity for the succeeding trial was found using (2). 
The experiment lasted for 3 min overall [17].

3.3 � k‑Nearest neighbor approach

The k-Nearest Neighbor (kNN) is perhaps the simplest clas-
sification approach in cases without any prior knowledge 
about the data distribution. It follows a non-parametric 
approach and is useful in case of classification as well as 
regression-oriented applications. Here, the input is com-
posed of k nearest training samples in a given feature space. 
In case of kNN classifiers, a given object is classified based on 
the plurality vote of its neighbor along with the object being 
assigned to the class most common among its k nearest 
neighbors. kNN is a lazy learning approach where the func-
tion is approximated locally and all the computations are 
deferred till the classification is done. kNN stores all available 
cases and classifies new cases based on a similarity measure. 
It uses supervised learning technique. The final prediction 
of the type of data point is based on the majority type of its 
neighbors. kNN is often found to be sensitive to the local 
structure of the data.

A case is classified by a majority vote of its neighbors, with 
the case being assigned to the class most common amongst 
its K nearest neighbors measured by a distance function. For 
continuous variables, Minkowski distance function is used, 
as shown in (3) with q = 2. Also If A and B would be repre-
sented by feature vectors A(x1, x2,… ,xk) and B(y1, y2,…, yk), 
then xi would be the ith feature of x and yi would be the ith 
feature of y [18].

(3)

(
k∑

i=1

(||xi − yi
||
)q
)1∕q

where k = The dimensionality of the feature space; q = The 
order (q = 2 for the present experiment)

3.4 � Support vector machine (SVM) classifier

SVM is a machine learning approach used to classify and 
categorize given data to be tested with the aid of a hyper-
plane from the training data. The training samples along 
the hyperplane near the boundary are termed as support 
vectors. The distance between the boundary hyperplanes 
and the support vectors are called as margins. The SVM 
approach conventionally incorporates the training and 
testing phases with corresponding data to be used as 
well. During the training phase, the target values (class 
labels) are defined along with the attributes. Although 
SVM is originally linear, usage of various kernel functions 
facilitates the utilization of SVM for non-linear applications 
as well. SVM is also known to have minimal generalization 
error and is constructed by identifying a set of planes used 
to differentiate multiple data classes. There exist various 
functions in SVM approach namely linear, quadratic and 
Radial Basis Functions (RBF) with the linear kernel being 
the simplest. The parameters of the RBF kernel are often 
varied based on the feature values. The linear kernel model 
is given in (4), the quadratic kernel in (5) and the RBF ker-
nel is as shown in (6).

where K
(
Xi , Yi

)
= e

−
||Xi−Yi ||2

2�2  and Xi = i vector in the input (X 
is the input data vector); Yi = the class to which the ele-
ment belongs to; C = Capacity constant; α = hyperparam-
eter; y = entire class; b = bias

The support vectors obtained using the SVM kernels 
are then fed into the SVM classifier. The prediction with 
respect to pre-defined features is then achieved using the 
SVM classifier [19].

3.5 � MLP neural network

A Multilayer Perceptron (MLP) is a type of feed forward 
artificial neural network. It encompasses three layers 
of nodes namely input, output, and a hidden layer as 
shown in Fig. 1. Both hidden layer and the output nodes 
represent neurons using non-linear activation functions. 

(4)K
(
Xi , Yi

)
= XT

i
Yi + C

(5)K
(
Xi , Yi

)
= 1 −

||||Xi − Yi
||||
2

||||Xi − Yi
||||
2
+ C

(6)d(X ) =

svnum∑

N=1

�yK
(
Xi , Yi

)
+ b
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MLP incorporates back-propagation for training. MLP 
can classify non-linear datasets as well. The backpropa-
gation algorithm consists of two phases, namely, the for-
ward phase (where the activations are propagated from 
the input to the output layer) and the backward phase 
(where the error between the observed actual and the 
requested nominal value in the output layer is propa-
gated backwards in order to modify the weights and bias 
values). In forward propagation, the error propagates by 
adding all the weighted inputs and then computing out-
puts using sigmoid threshold, whereas in case of back-
ward propagation, the error propagates backwards by 
allocating them to each unit according to the amount 
of this error the unit is responsible for. The mathemati-
cal approach for the functionality of MLP is as shown in 
(7)–(9)

where do = error in the output neuron; di = error in the hid-
den neuron; x = input layer; y = Entire matrix of predicted 
value composed of the outputs of each neuron; t = tar-
get; wi = updated weight value for each neuron when the 
backward propagation is performed; yi = output for each 
neuron; η = hyperparameter; Δw = change in the weights

A generic workflow for this is shown in Fig. 1 [20].
The complete framework encompassing a step-by-

step overview of the proposed methodology is pre-
sented in Fig. 2.

(7)do = y × (1 − y) × (t − y))

(8)di = yi ×
(
1 − yi

)
×
(
wi × do

)

(9)Δw = � × d × x

3.6 � Subjects considered

396 subjects without any known auditory pathological 
history and of age group 30–50 years were chosen for the 
assessment with an informed consent, with 132 for each 
group CI, FI and BP. The class of subjects were defined as 
positively conditioned (BP) and negatively conditioned 
(CI and FI). The criteria for selection also included the 
condition that the subjects should have been working in 
chemical/fabrication industries or practicing basketball for 
a minimum of 3 years. The ATT was run twice a day once 
before their lunch break (LB) and then after the conclusion 
(CS) of their workshift. The nature of the job for the nega-
tively conditioned subjects were such that there was a very 
minor exposure to noise and solvents before their lunch 
break. But this exposure significantly increased post LB 
after which the CS readings were planned to be obtained. 
The test was conducted in a silent noise free environment 
using a Dell Inspiron 15R laptop and the sound was pro-
vided using a boAt Rockerz 275 Bluetooth headset which 
was equipped with an adaptive noise cancelling feature 
as well. The generation and the presentation of sound was 
performed using MATLAB and the experiment was con-
ducted with the aid of Psychoacoustics tool.

4 � Results and discussions

The ATTh of the subjects were analyzed using basic statisti-
cal methods and then were subject to machine learning 
based data analytics for automated classification of sub-
jects into their respective classes.

Fig. 1   Multilayer perceptron 
approach
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4.1 � Statistical approach

When the ATTh was run for the first time (LB), the mean 
value was 39.52 dB, 58.26 dB and 49.78 dB for CI, FI and 
BP respectively. As hypothesized, the ATTh in BP was 
better than that of FI. This could have been attributed 
to the professional practice of basketball. However, the 
ATTh of CI was better than that of FI while the initial 
hypothesis was that FI was better than CI due to the 
fact that FI was exposed to noise alone whereas the CI 
was exposed to a combined effect of noise and solvents 
which should have resulted in a higher deterioration of 
ATTh. But after their workshift/conclusion (CS) of the 
practice sessions, the mean values were found to be 
49.11 dB, 62.18 dB and 44.67 dB for CI, FI and BP. Upon 
observation of the change (CG) in the ATTh post work-
shift/practice sessions, a definite deterioration of the 
ATTh was found in case of CI and FI, with an improve-
ment in BP. Also, the deterioration in CI was higher than 
FI due to a combined exposure to noise as well as sol-
vents as shown in Table 1. Also, an average deviation of 
about ± 5% from the mean value was seen in the data 

acquired. This could be attributed to the fact that these 
were subjective recordings obtained, entirely based on 
the response of the subject and hence this variation.

A pictorial depiction of the variations in the mean 
values are provided in Fig. 3 for better representation 
as well as to compare the changes between each of the 
category of subjects for LB and CS.

Based on the results in Fig. 3, it is evident that ATTh 
could be useful to assess the positive and negative 
aspects of auditory conditioning in CI, FI and BP. Hence 
machine learning based approaches were incorporated 
to further probe into the variations in ATTh with respect 
to the considered subject categories and the results of 
the same are described in the succeeding section.

Fig. 2   Experimental framework

Table 1   Mean ATTh for CI, FI 
and BP (dB)

LB CS

CI 39.52 49.11
FI 58.26 62.18
BP 49.78 44.67
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4.2 � Classification based analysis

The ATTh obtained midway and at the conclusion phase 
were considered as features for the automatic classifica-
tion of the subjects into CI, FI and BP respectively.

4.2.1 � Binary classification

The SVM technique was used to achieve the binary clas-
sification of ATTh for CI, FI and BP. For each of the cat-
egory, out of the 132 datasets, 88 were used for training 
and the rest 44 for testing. Linear, quadratic and RBF 
based methods were employed for classification for CI 
versus FI, FI versus BP and CI versus BP. The C value was 
fixed as 100 for RBF method. The confusion matrix for 
each of the technique (for testing dataset) is provided 
in Table 2 and the accuracy (in %) is provided in Table 3.

From Table 3, one can conclude that the RBF kernel-
based approach performed the best, as compared to 
linear and quadratic approach in case of binary SVM. 
Another observation was that the linear and quadratic 
kernels performed better in classifying CI versus FI 
(85.22% and 86.36%). The linear kernel had a lower accu-
racy for CI versus BP (70.45%) and the quadratic seemed 
to perform low for FI versus BP (75%). Hence, one can 
infer the inferior performance of both linear as well as 
quadratic approaches in case of positively conditioned 
subjects (BP). But RBF portrayed the highest accuracy 
for every category of classification (CI vs. FI = 94%, FI vs. 
BP = 97.7% and CI vs. BP = 98.86%). Also, because both 
CI and BP lie at the opposite ends of the spectrum with 
respect to conditioning, the accuracy seemed to be the 
highest.

After a successful trial with the binary approach, a 
multiclass approach was developed with CI, FI and BP 
being the three classes of data, as provided in the suc-
ceeding section.

4.2.2 � 3‑Class classification

The scatter plot for the 3-class data (used for testing) is 
shown in Fig 4. A 3-class classification was achieved using 
two approaches namely kNN and SVM techniques with 88 
datasets for training and 44 for testing (overall 132 data-
sets for each of the category).

4.2.2.1  kNN approach (k = 3)  The confusion matrix 
obtained using kNN is provided in Table 4, from which it 
is evident that an accuracy of 95.45% for CI, 86.36% for FI 
and 61.36% for BP were obtained. An overall accuracy of 
81.06% was achieved in kNN approach.

4.2.2.2  Multiclass SVM approach  The confusion matrix 
obtained using multi-class SVM is given in Table 5 which 
proved an efficiency of 93.18% for CI, 88.63% for FI and 
100% for BP. Overall efficiency was observed to be 93.94% 
in this case.

4.2.2.3  MLP neural network approach  In order to assess 
the possibility of improving the accuracy levels achieved 
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Fig. 3   Mean ATTh—a comparison

Table 2   SVM based classification—confusion matrix

2a: CI vs FI - Linear 2b: CI vs FI - Quadratic 2c: CI vs FI - RBF

CI FI

CI 38 6

FI 7 37

CI FI

CI 39 5

FI 7 37

CI FI

CI 42 2

FI 3 41

2d: FI vs BP - Linear 2e: FI vs BP - Quadratic 2f: FI vs BP - RBF

FI BP

FI 35 9

BP 14 30

FI BP

FI 36 8

BP 14 30

FI BP

FI 42 2

BP 0 44

2g: CI vs BP - Linear 2h: CI vs BP - Quadratic 2i: CI vs BP - RBF

CI BP

CI 32 12

BP 14 30

CI BP

CI 32 12

BP 6 38

CI BP

CI 43 1

BP 0 44

Table 3   Accuracy values obtained for SVM classification

Linear (%) Quadratic (%) RBF (%)

CI versus FI 85.22 86.36 94.31
FI versus BP 73.80 75.00 97.70
CI versus BP 70.45 79.54 98.86
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using k-means and SVM techniques, an MLP based neural 
network approach was designed, as shown in Fig. 5 and 
the confusion matrix was obtained. However, this tech-
nique provided an accuracy of 88.63% for CI, 90.9% for 
FI and 97.7% for BP and an accuracy of 92.4% overall, as 
shown in Table 6. This was achieved with 46 hidden layers 
for 3-class outputs with the aid of Levenberg–Marquardt 

training function in the hidden layer and Mean Square 
Error function in the output layer being optimal for the 
present case.

The error histogram was obtained with 20 bins which 
depicted a minimal error at 0.04, at which, the final per-
formance was considered to be valid. An overall minimal 
mean square error was found to be observed at the 46th 
epoch with a best validation performance of 0.0453. This 
conclusion was supported by the corresponding ROC 
curves as well. The present MLP neural network demon-
strated an efficiency of 88.64% for CI, 90.91% for FI and 
97.73% for BP. Overall efficiency of MLP neural network for 
Multiclass was found to be 92.42%.

4.3 � Inference

The present approach was used to successfully acquire 
the ATTh of CI, FI and BP classes using ATT paradigm. The 
results hinted at a definite variation in the classes due 
to constant exposure to noise, a combined exposure to 
noise and solvents as well as plausible improvement in 
auditory perception due to professional training of sports 
such as that of basketball. While binary classification was 

20 30 40 50 60 70 80
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20
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80
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S
BP
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Fig. 4   Scatterplot for 3-class approach (testing data)

Table 4   Multiclass-kNN-
confusion matrix

CI FI BP

CI 42 0 2
FI 6 38 0
BP 10 7 27

Table 5   Multiclass-SVM-
confusion matrix

CI FI BP

CI 41 1 2
FI 1 39 4
BP 0 0 44

Fig. 5   Neural network architecture designed

Table 6   Multiclass confusion 
matrix using MLP neural 
network

CI FI BP

CI 39 1 4
FI 3 40 1
BP 0 1 43
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achieved, a multi-class approach, too, was observed to 
be working fine, for the presently considered classes of 
subjects. RBF based approach was found to provide the 
highest accuracy for a binary class SVM based classifica-
tion. In case of multi-class techniques, surprisingly, SVM 
based approach surpassed the kNN approach. This could 
be attributed to the non-linear nature of the datasets. Also 
SVM surpassed even MLP neural network technique. This 
could be due to the number of datasets. As the samples 
increases, neural network could better the results of the 
SVM in the near future (SVM = 93.94%, MLP-NN = 92.42% 
and kNN = 81.06%). Further, the response to sound varia-
tions with respect to psychological factors such as pitch 
and melody could be probed into, with refinement of 
the presently developed protocol. Also, variations could 
be induced in terms of the subjects to assess the robust-
ness of the presently developed experimental paradigm 
to assess the psychophysics of auditory temporal reso-
lution in normal healthy human beings. Such tests and 
paradigms can aid to educate the employees of industries 
towards a plausible deterioration of hearing perception 
and help in prevention of such exposures by implement-
ing various techniques so as to avert constant exposure 
to noise in the workplace. This could also highlight the 
advantages of sports and regular training in physiological 
well-being of the individual, which could provide definite 
cues for trainers and coaches to further encourage indi-
viduals to participate in various sports activities and also in 
professional training and rehabilitation programs. Further, 
such psychophysical approaches could be embedded into 
regular sports training to assess whether such approaches 
could improve the performance of players on-field as well.
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