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Abstract
The paper presents an investigation on water drop breakup in the ‘catastrophic’ mode at Weber numbers above 105. 
Experimental data have been obtained on a detonation shock tube operated at a Mach number between 4.2 and 4.6. 
Displacement and deformation of the mist cloud generated around the droplet were observed with a shadowgraph 
system, and Schlieren imagery was used to visualise the bow and wake shocks around the droplet. We observe that all 
measured quantities scale with the initial drop diameter. In order to analyse the experimental results and relate these 
observables to the breakup process, numerical hydrodynamic simulations have been performed. Once validated by 
direct comparison with our experimental observations, the simulation results are used to see “through” the mist and infer 
the droplet evolution with dimensionless time T. According to our results, the breakup mechanism can be divided into 
3 steps. First (T < 1), most of the liquid mass remains in one main drop, whose shape flattens due to the hydrodynamic 
forces; then (1 < T < 2) fragmentation begins along the outer rim of the liquid drop and splits the corresponding mass 
into two parts; the first spreads out radially in small fragments while the remains finally (2 < T < 3.5) take the shape of a 
filament aligned with the flow. Our results are consistent with a complete breakup time Tb = 5.5.
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1  Introduction

The breakup of liquid sprays exposed to a supersonic 
flow occurs in many industrial or research applications, 
such as propulsion (diesel engines [1], rotating detona-
tion engines [2]), blast mitigation [3], and nuclear reac-
tor safety [4]. Due to its importance, abundant work has 
been done to describe and understand the atomisation 
process, both experimentally [3] and numerically [5, 6]. The 
usual macroscopic models describing fluid-spray interac-
tion rely on coupling terms driving the mass, momentum 
and energy exchange between the liquid and gaseous 
phase [7]. These coupling terms are directly related to the 

drop deformation and fragmentation (or breakup), which 
dramatically affect the exchange surface between both 
phases [5, 8].

Due to the difficulty in observing the physical processes 
occurring at microscale under such conditions, substantial 
experimental effort has been devoted to the interaction 
of a single droplet with a supersonic flow, associated with 
intensive discussion of the numerous physical mecha-
nisms involved (hydrodynamic instabilities, viscous or 
capillary forces, and thermal effects). Extensive reviews 
of these studies can be found in the works of Pilch [9], 
Gelfand [10], Guildenbecher [11] and Theofanous [12], 
among others. All of these authors agree on classifying 
the droplet fragmentation into several regimes, primarily 
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depending on the Weber number We, defined as the ratio 
of the disruptive aerodynamic forces to the stabilising cap-
illary force. The traditional description [9, 11] considers the 
existence of five distinct regimes, which are, by order of 
increasing We, the vibrational, bag, bag-and-stamen, strip-
ping and catastrophic regimes, with the last one occurring 
for Weber numbers above 350. More recently, Theofanous 
[13] studied aerobreakup in rarefied supersonic flows, and 
proposed a reclassification into two principal breakup 
regimes: Rayleigh–Taylor Piercing (RTP) and Shear-
Induced Entrainment (SIE), the latter being the terminal 
regime for We > 103. When catastrophic/SIE regime condi-
tions are reached, the fluid-droplet interaction generates 
a micromist [14] cloud, which hides the main shattering 
drop and limits classical shadowgraph analysis. In order 
to overcome such a difficulty, improved visualisation tech-
niques have been developed, such as X-ray radiography 
[15], holographic interferometry [16], and laser-induced 
fluorescence (LIF) [12]. If we focus on experimental data 
with water droplets, several studies can be found for We 
between 103 and 104 [12, 16, 17]. However, only a few con-
cern We between 104 and 105 [15, 17–19], and even fewer 
concern We greater than 105 [15, 19]. Thus, it appears that 
there is a need for new experimental data to investigate 
the breakup mechanisms in this regime.

As a complement to the experimental investigations, 
direct numerical simulation (DNS) has been an active and 
growing field of research to understand droplet breakup 
mechanisms, since it allows detailed examination of the 
fluid-droplet interaction. Various numerical methods have 
been used with success, such as Volume of Fluid (VOF) [20, 
21], and diffuse interface [22]. The major limitation for this 
approach appears to be the various length scales of the 
breakup process, from the initial droplet, usually mm size, 
to the daughter droplets, typically one or two orders of 
magnitude smaller [4, 23], and even down to the viscous 
boundary layer around the mother drop at µm scale [24]. 
Thus, there are at least four orders of magnitude between 
the simulation domain and the mesh size, so a minimum 
of 1012 grid points are required for a realistic 3D simula-
tion, and 108 are required in 2D. Due to their lower com-
putational cost, 2D geometries have been the first used 
for comprehensive studies [24–27]. 3D simulations have 
also been performed, with the assumption that viscous 
or capillary effects are negligible [28]. A second limitation 
of the simulations comes from the fact that a quantitative 
comparison with experiments is difficult because much 
of the experimental data does not provide all of the infor-
mation on the time and length scales. For instance, many 
authors [22, 27, 29–31] validate their numerical tools by 
comparison with 2D experiments performed by Igra [32] 
or Sembian [33]. Other comparisons remain rather quali-
tative. Despite these limitations, DNS results have been 

used to discuss the transitions between the experimen-
tally observed modes, especially at low We [21]. They also 
yield access to patterns that are difficult to see experimen-
tally, such as the internal flow field of the drop [34] or the 
instability growth [24, 28]. Moreover, DNS has been used 
as a tool to propose other phenomenological descriptions 
of the breakup. One example is the definition of 3 stages 
in the breakup process [22], which are namely the raising 
of a surface wave, the droplet flattening, and the entrain-
ment from the peripheral liquid sheet. In another paper 
[28], the coupling of all mechanisms has also led to the 
conclusion that breakup consists in one single stage with 
simultaneous flattening and stripping of the liquid. It is 
noteworthy that the same trend is observed in DNS as in 
the experiments: to date, most DNS studies, if not all, con-
cern Weber numbers below 104 and studies with We > 103 
are quite sparse [22, 34].

The purpose of this paper is to study the catastrophic/
SIE breakup regime and, more specifically, at Weber num-
bers above 105, by using a coupled experimental—DNS 
approach. Experiments have been performed on a detona-
tion shock tube at a Mach number between 4.2 and 4.6. 
During each experiment, the droplet was observed with 
a 16-frame gated camera, using a laser shadowgraph sys-
tem. Schlieren imagery was used to visualise the super-
sonic air flow around the droplet and, more specifically, 
the bow and wake shocks. We will show that these fea-
tures, which have received little attention in the litera-
ture, can provide important additional information on 
the breakup process. In order to analyse the experimental 
results, 2D axisymmetric numerical simulations have been 
performed. Once validated by direct comparison with our 
experimental observations, we use our DNS results to see 
“through” the mist and infer the droplet evolution.

The present paper is organised as follows. A precise 
description of the experimental apparatus is given in 
Sect. 2, and the experimental results are presented and 
analysed in Sect. 3. Section 4 describes the numerical tools 
and the simulation conditions. The DNS results are pre-
sented and analysed in Sect. 5, where they are compared 
to experimental observations. The major conclusions are 
summarised in Sect. 6.

2 � Experimental apparatus

The test facility used in this water droplet breakup study 
is a 92 mm inner diameter detonation-driven shock tube. 
The use of a detonation in the booster and the driver 
section increases the pressure and temperature reached 
relative to a conventional shock tube, and thus allows 
running at Mach numbers up to 11 [35, 36]. A schematic 
view of the facility, shown in Fig. 1, indicates the different 
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sections, separated by a diaphragm (100 µm-thick Mylar 
membrane, noted as Dph) and the location of the shock-
velocity and pressure monitoring components (Kistler 
603B, noted as K). For experiments reported in this paper, 
the booster is pressurised at 1.5 bar with a stoichiometric 
C2H4–O2 mixture, the driver section is filled at 2 bar with 
a stoichiometric mixture of hydrogen and oxygen diluted 
with a 68 vol% or 73 vol% of helium, and the driven sec-
tion including the test section is filled with air at ambient 
conditions. These works were strictly controlled before 
and during injection, in order to ensure good shock wave 
reproducibility. Ignition is produced in the left closed end 
by means of an electric igniter; the main wave propagates 
from left to right. For the tests run with these parameters, 
the measured Mach number was M = 4.30 ± 0.10 using 73% 
of helium, and a little higher with 68% of helium reach-
ing M = 4.55 ± 0.10. The experimental chamber located at 
the end of the driven tube is a 0.5 m long segment with 
a square section of 80 mm × 80 mm and a round/square 
transition 150 mm long at both sides. This segment is 
equipped with viewing ports, through which laser shad-
owgraph or Schlieren photographs are obtained at suit-
able times for the droplet/shock wave interaction. At the 
end of the tube, an expansion tank maintains sub-atmos-
pheric pressure, avoiding overpressure for long periods, 
for window and monitoring component care.

As illustrated in Fig. 2, we use a 527 nm wavelength 
continuous laser to illuminate the centre of the chamber 
and to perform a fast visualisation perpendicular to the 
flow. In order to follow the drop displacement, a suffi-
ciently large zone is illuminated. The viewing ports are 
BK7 windows flush with the inside wall to minimise flow 
perturbation. After each run, cleaning was performed 
and they were changed only if damage was detected. 
The two Kistler components (K4 and K5) located at 
150 mm and 50 mm forward of the drop position provide 
the front speed that is compared with the shock velocity 
measured from camera images. The K4 component also 
provides the initial time for laser and camera triggering. 
At the test chamber exit, the originally collimated beam 
passes through two convex lenses whose focal lengths 
were adapted to the observation region required. The 
knife-edge located at the focal length of the first lens (f1) 

eliminates the uniform component to obtain Schlieren 
images of the beam illuminating the CCD of the high-
speed camera. The SIM-D camera records 16 images with 
adjustable frame exposure and delay between two suc-
cessive images. For the present experiments at a Mach 
numbers around 4.4, a constant delay of 0.5, 3 or 5 µs 
was used with 10 ns exposure time.

The experiments were run with a millimetric water 
drop hung up at the crossing of two copper wires (25 µm 
of diameter). For all results presented later in this article, 
the drop/wire diameter ratio is sufficiently high (30 to 
50) for no significant wire-induced alteration throughout 
the drop evolution to be expected. Copper wires were 
attached to a suitable support, shown in Fig. 3, satisfying 
the following conditions:

•	 drop centred on the chamber section with wires par-
allel to the shock wave plane;

•	 four white cylinders supporting copper wires posi-
tioned at the cavity corners to maximise the delay of 
the perturbing shock that they will generate;

Fig. 1   Schematic diagram of the test facility

Fig. 2   Schematic diagram of the experiment chamber with associ-
ated imaging system (top view)
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•	 support cylinder length greater than 60 mm, in order 
to avoid any effect of the rigid structure supporting the 
white cylinders.

For each test, as shown in the example in Fig. 3, a pho-
tograph of the inner part of the experiment chamber was 
taken just before closing the chamber port and arming 
the different diagnostic tools. This image remains the only 

means to check a parameter after the destructive impact 
caused by the shock wave.

For accurate measurement of the size of the water drop, 
a complementary image was obtained before the interac-
tion with the shock wave using a slow, but high-resolu-
tion, CCD camera. An example of a millimetre water drop 
imaged ≈ 10 µs before arrival of the shock wave is shown 
in Fig. 4. The presence of glue, necessary to hang the drop 
up on the copper wire, is clearly observed thanks to the 
increase in contrast from the Schlieren mode. The glue 
droplet sizes are < 20 µm, which corresponds to a mass 
four orders of magnitude smaller than the water drop. 
Therefore, both the copper wire and glue droplets are con-
sidered negligible for the analysis of data presented in the 
next part. The validity of this assumption will be confirmed 
throughout this paper by comparison with other experi-
mental results from the literature.

3 � Experimental results

Experimental studies have been performed on water drop 
diameters Ød ranging from 740 to 1550 µm with a preci-
sion of ± 25 µm, such as evaluated from camera images. 
Comparable initial air pressure P0 = 1.013 bar was used in 
all of these tests for the test section, and the initial tem-
perature condition (T0) was measured at the filling instant. 
The corresponding sound velocity (C0) and density (ρ0) of 
the gas were deduced by considering an air humidity of 
1% (dry air). We ran a set of tests at a Mach number of 
around M = 4.4, by pressurising the booster at 1.5 bar and 
the driver section at 2 bar including 68% or 73% of helium 
for Tests No. 1–4 or Tests No. 5–7, respectively. The set of 
tests is detailed in Table 1, where the different param-
eters were obtained by measurements or deduced from 
elementary equations:

•	 the Mach number: M = Vs/C0, where Vs is the incident 
shock speed measured through camera images;

Fig. 3   Side photograph of the inner part of the experiment cham-
ber 1 min before the test. It shows all of the elements of the drop 
holding system: copper wires, white cylinders and supporting rigid 
structure

Fig. 4   Schlieren image of a 1-mm water drop suspended from the 
two crossed copper wires

Table 1   Set of experiments at Mach numbers around 4.4

Test number Ø drop (μm) T0 (°C) C0 (m/s) ρ0 (kg/m3) Mach Vm1 (m/s) P1 (bar) ρ1 (kg/m3) We Re tc (μs)

No. l 1550 30 349.2 1.16 4.36 1210 22.48 5.65 1.78 × 105 2.22 × 105 17.0
No. 2 1135 30 349.2 1.16 4.25 1173 21.30 5.55 1.20 × 105 1.54 × 105 13.0
No. 3 1280 19 342.8 1.21 4.37 1185 22.44 5.79 1.45 × 105 1.84 × 105 14.2
No. 4 1130 19 342.8 1.21 4.29 1160 21.62 5.72 1.21 × 105 1.57 × 105 12.9
No. 5 740 36 352.7 1.14 4.57 1294 24.81 5.77 0.99 × 105 1.15 × 105 7.5
No. 6 900 36 352.7 1.14 4.59 1299 24.97 5.78 1.22 × 105 1.41 × 105 9.1
No. 7 850 36 352.7 1.14 4.51 1272 24.08 5.71 1.09 × 105 1.29 × 105 8.8
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•	 the matter velocity: Vm1 = a Vs − b, where the coefficients 
a = 0.943 and b = 227 are taken from [37] to account for 
real gas effects;

•	 the matter pressure: P1 = P0 + ρ0 VS Vm1 (Rankine–Hugo-
niot formula [38]);

•	 the matter density: ρ1 = ρ0 Vs/(Vs − Vm1) (Rankine–Hugo-
niot formula [38]);

•	 the Weber number:  We = ρ1  Vm1
2 Ø d/σ ,  where 

σ = 0.072 N/m is the water surface tension;
•	 the Reynolds number: Re = ρ1  Vm1 Ød/µ1, where 

µ1 = µ0 f(T0, T1) is the air viscosity defined by the Suther-
land formula [39] (µ0 = 1.79 × 10−5 N/m/s being the air 
viscosity at ambient temperature);

•	 the Rayleigh time: tc = Ød (ρd/ρ1)1/2/Vm1, where 
ρd = 1000 kg/m3 is the water drop density.

The choices for the size of the visualisation frame and 
the delay between two images were not the same for 
all tests, which allowed us to conduct various investi-
gations of the results. In the following we analyse the 
seven tests of our experiment with a chronological time 
evolution intending to separate different steps of water 
drop break-up.

Previous works [4, 40] have revealed that the charac-
teristic time and length scale for describing break-up 
evolution are the Rayleigh time tc and the initial drop 
diameter Ød. Thus, we define the dimensionless time T 
as T = t/tc and the dimensionless distance D = d/Ød.

3.1 � Stripping/SIE initiation: T < 0.5

Test No. 1 is focused on early times of drop-flow interac-
tion. Thus, a short inter frame delay of 0.5 µs and a strong 
magnification of 1.94 µm/pixel (area of 2.47 × 1.85 mm2) 
have been selected for this test, as shown in Fig. 5. With 
these parameters, the generation of a micromist at the 
periphery of the droplet is clearly identified immediately 
after the shock wave passage over the drop. These images 
are very similar to those defining the so-called stripping 
regime [13, 16, 23] or SIE [12]. Simultaneously, the bow 
shock formation is observed in Fig. 5. The dimensionless 
time mentioned for each image suggests a beginning of 
the stripping mechanism at T ≤ 0.1. To our knowledge, such 
observations at We > 1.7 × 105 and Re > 2.2 × 105 have never 
been mentioned before in the literature.

3.2 � Repeatability: 0 < T < 1.6

The two following tests were run with a small difference 
between parameters. A comparison of Tests No. 2 (blue) and 
No. 3 (green) is shown in Fig. 6, where the dimensionless 
time is mentioned for each image. Identical camera param-
eters were also chosen, including a 16.75 × 12.57 mm2 area 
per image and a delay of 3.0 µs between two successive 
images. With regard to the complexity of such an experi-
ment, a very satisfying reproducibility is observed. The lead-
ing edge of the mist cloud, as well as the bow and wake 
shocks, follow equivalent progress throughout the sequence 
of Schlieren images. Although light differs slightly between 
the two tests, the mist (black area around the drop) and its 
associated turbulence (resembling a tail behind the mist) 

Fig. 5   Shadowgraphs of a 
1550 µm water drop at the 
beginning of the interaction 
(M = 4.36, We = 1.78 × 105, 
Re = 2.22 × 105), showing the 
beginning of stripping at the 
equator of the droplet a very 
short time after the passing of 
the incident shock wave. Also 
shown are the copper wires 
holding the droplet and the 
bow shock due to the super-
sonic flow around it

T = 0.10 T = 0.13

T = 0.19T = 0.16

bow shock wave

shock wave

stripping

Copper wires shock wave
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grow at the same speed, generating comparable shapes. We 
also observe that copper wires move farther than the drop 
and cross the mist without substantially modifying its shape, 
as expected from the wire size. For both cases, it is notable 
that at T > 1 the mist containing the drop has partially lost 

its axial symmetry, and the two last images (T ≈ 1.5) show 
that a portion of the mist seems to have become detached 
from the main part moving farther. More accurately, the red 
arrow indicates for Test No. 2 the separation of a fragment 
(or a cluster of fragments) between T = 0.9 and T = 1.13. The 

Fig. 6   Schlieren images of 
two comparable tests with 
similar initial conditions and 
camera parameters. The red 
arrows indicate the separa-
tion of a probable cluster of 
fragments for Test No. 2. The 
yellow arrows indicate various 
patterns whose evolutions can 
be observed and compared in 
the two image sequences
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latter moves faster than the main drop and also generates 
mist and a secondary fragment, as can be seen in two suc-
ceeding images.

The whole drop and mist are no longer visible in the fol-
lowing images of Fig. 6 (i.e., at T > 1.6), but the windward 
portion is still observable and allows us to estimate some 
parameters that characterise the interaction of a liquid drop 
with a supersonic air flow. These are the drop displacement, 
its transverse deformation, the standoff distance of the bow 
shock from the mist leading edge, and the distance between 
the bow and wake shocks.

3.3 � Drop displacement: 0 < T < 3.5

Previous works have revealed that drop acceleration is the 
dominant parameter governing drop break-up [9]. However, 
the drop displacement associated with the centre of mass 
motion is not accessible experimentally because of the mist 
surrounding the drop. The usual approach relating to drop 
displacement does not reflect the complicated influence of 
drop deformation, mass loss and break-up. The drop is typi-
cally modelled as a rigid sphere of constant mass, neglecting 
its velocity relative to the free stream velocity and the pres-
ence of a surrounding mist. Based on these assumptions, the 
equation governing the centre of mass displacement x is:

where Cd is the drag coefficient. In the case of a sphere of 
diameter Ød, and density ρd the ratio of is mass m to its 
cross area A is:

and the previous equation becomes:

m
d2x

dt2
=

1

2
Cd ⋅ �1 ⋅ A ⋅ V2

m1

m

A
=

2

3
�d ⋅ �d

where we recognize the characteristic Rayleigh time tc:

Finally, as long as its relative velocity is small, the rigid 
sphere will undergo constant acceleration and its dimen-
sionless equation of motion is:

Similarly, the instantaneous dimensionless drop dis-
placement is commonly presented in the literature by 
Eq. (1), where x is the measured displacement of the mist 
leading edge (MLE) and not of the centre of mass. In this 
case, the drag coefficient Cd describes the complicated 
influences of drop deformation, mass loss and early break-
up. This coefficient is obtained by performing a curve fit 
to x = f(t) assimilated as the drop displacement. The dis-
placement data obtained from our experiments are plot-
ted in Fig. 7a, displaying the difference between the two 
percentages of helium in the driven section, together with 
the good reproducibility of our experimental facility. Thus, 
the data of Tests No. 1 to No. 4 show similar curves corre-
sponding to a Mach number of around 4.30 and, likewise, 
the data of Tests No. 5 to No. 7 show curves corresponding 
to a Mach number close to 4.55. The drop acceleration is 
higher for the latter tests, but this difference disappears 
if we plot the same data using dimensionless time and 
displacement, as shown in Fig. 7b. The curve fit of our data 
using Eq. (1) yields a drag coefficient Cd = 2.15 ± 0.05 with 
remarkable agreement up to T = 3.
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Fig. 7   Drop displacement (a) and dimensionless drop displacement (b) for our complete set of tests. The solid line corresponds to Eq.  (1) 
with Cd = 2.15 (best fit to our data)
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To directly compare our results with the previously 
reported drag coefficient, we have plotted in Fig. 8 the 
dimensionless displacement in log scale and compared 
it with data taken from the literature [9], where most 
works prior to 1981 are shown. The least squares curve 
fit performed by Pilch on this data set with Eq. (1) yielded 
an average drag coefficient of 2.52, which is close to our 
result. In our experiments performed at around M = 4.4 
with weak parameter variations, much less dispersion is 
observed and a more precise value has been found for Cd. 
As mentioned above, the data labelled ‘Pilch’ in Fig. 8 is a 
compilation of the data obtained by various authors using 
different experimental conditions (including set-up, liquid 
material and diagnostics), which can explain the scatter in 
the measurements. Also, the large range of Mach, Reyn-
olds and Weber numbers included in this collection may 
be source of additional dispersion. Therefore, the precise 
value that we found suggests that the drag coefficient 
could be related more precisely to some parameters hav-
ing yet to be established. Moreover, the good agreement 
between our results and the previous ones can be consid-
ered as a validation that the copper wires in our experi-
ments have negligible effect on drop displacement.

3.4 � Drop deformation: 0 < T < 3.5

It is established that, when the Weber number exceeds 
350, a portion of the mist generated by wave crest 

stripping or SIE is swept out radially [9, 12] and surrounds 
the liquid core. Therefore, the mist cloud radial exten-
sion can be much larger than the real drop and makes 
the actual droplet deformation very difficult to observe. 
Despite this ambiguity, the term “drop deformation” has 
been commonly used to describe what actually corre-
sponds to the mist cloud dimension normal to the gas 
flow, noted as y [9, 15]. For consistency purposes, we will 
use the same definition and, as in the previous sections, 
we introduce the dimensionless deformation as Y = y/Ød.

However, some ambiguity persists in the measurement 
of y, as illustrated by the red arrows in Fig. 9. At early times 
T ≤ 1, y is defined as the maximum lateral dimension of the 
mist cloud. Then, as already noticed in Sect. 3.2, at times 
T ≥ 1.13 the cloud mist loses symmetry due to some frag-
mentation. Thus, we choose to adapt the definition of y. In 
that way, y is measured in the front zone, where the axial 
symmetry is roughly preserved. Then, as a tip appears at 
the MLE, as observed at T = 1.59, two values of y have been 
reported. Once the dissymmetry becomes too significant 
(T = 2.06) we stop following the larger y, and the maximum 
lateral dimension of the tip becomes the new definition of 
y. We will show later that this behaviour is an indication of 
the actual deformation of the remaining liquid core.

Drop deformation is plotted as a function of time in 
Fig. 10a. It shows the result of our experiments, except 
Test No. 1 for which the visualisation dimension was too 
small. The choice of experimental set-up and camera 
parameters for Tests No. 5 and No. 6 do not permit us to 
reach the break of the growth observed after a time in 
the range [12–25 µs]. This rupture, associated with the 
“tip” formation, is regrouped around T = 1.5 when using 
dimensionless time and deformation, as shown in Fig. 10b. 
Our measurements are then compared in Fig. 11 with data 
taken from the literature [9]. Note that we restricted this 
comparison to data and to a time range where the defini-
tion of droplet deformation is not ambiguous (no tip, no 
symmetry loss, and no limitation by the camera field of 
view). It appears that our results are consistent with previ-
ous works, suggesting again that our holding system with 
the copper wires does not have a significant effect on the 
deformation. The drop deformation models of Burgers and 
Reinecke [41] are also shown in Fig. 11, the latter being 
a modification of the former in order to improve agree-
ment with experimental observations of the mist cloud 
lateral expansion. A good agreement is observed with 
the data up to T = 1.5. After this time, both models over-
estimate the experimental observations, which may be 
attributed to the fact that those models rely on two major 
hypotheses: (1) that no fragmentation occurs, and (2) that 
the liquid core deformation can be considered as a global 
flattening. These two hypotheses thus may not be valid for 
times T > 1.5. This is almost certain for the first one, since 

Fig. 8   Comparison of our experimental data with literature data 
provided by [9]. The solid line corresponds to Eq. (1) with Cd = 2.52 
(average value identified by [9])
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fragmentation has been observed for Test No. 2 in Fig. 6 at 
T between 1.1 and 1.6. Regarding the second hypothesis, 
we point out that the small tip appears at the mist leading 
edge, precisely at around T = 1.5. It is noteworthy that the 
dimensionless plot in Fig. 10b provides efficient rescaling, 
even for the tip evolution. This suggests the occurrence of 
a significant and repeatable hydrodynamic phenomenon 
and that the liquid core deformation is more complex than 
the assumptions made by Burgers and Reinecke.

3.5 � Bow shock standoff distance: 0 < T < 3.5

Noting as b the distance from the bow shock to the MLE, 
we define B = b/Ød as the dimensionless shock layer thick-
ness. From our experiment we present in Fig.  12a the 
detached shock thickness as a function of time. Test No. 1 

Fig. 9   Schlieren images of Test No. 2, including T > 1.5. The red arrows show how the drop deformation y is defined in the present paper

Fig. 10   Drop deformation (a) and dimensionless drop deformation (b) for our set of tests

Fig. 11   Comparison of our experimental data with literature data 
provided by Pilch [9] (synthesis of most works prior to 1981 such 
that 1.3 × 103 ≤ We ≤ 1.1 × 105) and with the Burgers and Reinecke 
models [41]
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run with the largest drop is clearly above all others tests, 
and Tests No. 5 and No. 6 having a upper Mach M = 4.55 
reach a maximum value at t = 10 µs instead of 15 µs for 
Tests No. 2–4 with M = 4.30. However, plotting these data 
using dimensionless time and bow shock thickness, we 
observe in Fig. 12b that all tests have a similar behaviour. 
At early times, the increase of B can be interpreted as a 
signature of the actual liquid core deformation. Indeed, 
the droplet acts as a blunt body and it has been shown 
[42] that under such conditions the bow shock standoff 
distance is directly related to the drop radius and to the 
relative velocity between the flow and the drop stagna-
tion point. Thus, the increase of B can be attributed to two 
simultaneous phenomena, which are (1) the increase of 
drop apparent diameter due to liquid core deformation 
and (2) the decrease of relative velocity due to drop accel-
eration. At later times, dimensionless data show a remark-
able stabilisation of the shock layer thickness around T = 1, 
followed by the maintaining of an approximate constant 
value B ranging from 0.5 to 0.6. This rupture in the growth 
could be attributed to the earliest fragmentation of the 
flattened drop rim. Such a hypothesis is in good agree-
ment with the above mentioned (red arrows in Fig.  6) 
discernable generation of fragments between T = 0.9 
and T = 1.13 for Test No. 2. It is important to keep in mind 
that the measured thickness is the distance between the 
detached shock and the beginning of the mist (MLE), 
which may not correspond to the drop edge.

3.6 � Spacing between bow and wake shock

For each image of the tests, the spacing between the bow 
and wake shocks, noted as w, has been measured at a fixed 
distance from the symmetry axis. This distance cannot be 
too small, in order to avoid obscuring by the mist cloud. It 
cannot be too large either, because the shocks could not 
be observed at early or late times. As a good compromise 

for this distance, we choose 5 initial drop radii, as illus-
trated for Test No. 2 by the red arrows in Fig. 13.

The top and bottom measurements of w are very simi-
lar, and follow the same evolution, suggesting that the 
air flow around the drop remains roughly symmetrical 
throughout the entire experiment, even with deformation 
and fragmentation. When a small difference is observed 
(≤ 10%) at T > 1, it can be related to the dissymmetry of 
the deformation y mentioned in Sect. 3.4. Then, the aver-
age value has been used for comparison between differ-
ent tests, as shown in Fig. 14a. We observe a continuous 
increase with a slight difference correlated to the drop 
size, the largest drop Ød = 1280 µm producing the greatest 
slope (Test No. 3) and the smallest Ød = 850 µm making the 
lowest (Test No. 7). As for other parameters that charac-
terise the drop interaction with the air flow, we define the 
dimensionless distance between the bow and wake shock 
value by W = w/Ød. Then, the differences of w between all 
shots disappear entirely if we use the dimensionless scales, 
as shown in Fig. 14b.

4 � Numerical tools and simulations

The major observables in our experiments are the drop 
displacement, deformation and the shock waves in the 
surrounding air. These observations suggest that drag 
forces acting on the drop surface drive its motion and 
the latter, through droplet displacement and deforma-
tion, modifies the air flow. Therefore, it appears that 
aerodynamics and hydrodynamics need to be strongly 
coupled in the simulation. The purpose of this section 
is to describe the numerical tools that we used to solve 
the aerodynamics (drag forces) and hydrodynamics (fluid 
motion) consistently, with a non-stationary multi-fluid 
compressible flow numerical solver (hydrocode). The 
hydrodynamic phenomenon addressed in the simulation 

Fig. 12   Shock thickness (a) and dimensionless shock thickness (b) for our set of tests
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will thus be the global non-stationary two-fluid flow, 
including drag forces, shock waves, drop displacement 
and drop deformation.

4.1 � Presentation of the simulations

Hydrodynamic simulations have been performed with 
Hésione, a code developed at the CEA that solves the 
Euler equations in a 1D, 2D or 3D geometry [43]. These 
equations (conservation of mass, momentum and 
energy) are [38]:

where V is the velocity vector. The closure relation of 
this system is provided by the material properties. More 
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Fig. 13   Schlieren images of Test No. 2. The red arrows show how the distance between the bow and wake shocks w is defined in the present 
paper

Fig. 14   Distance between bow and wake shocks (a) and dimensionless distance between bow and wake shocks (b) for our set of tests
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precisely, pressure P, density ρ and specific internal energy 
E are consistently calculated by means of an equation of 
state (EOS). Note that the above equations do not include 
capillary, viscous nor heat conduction effects. The validity 
of these equations for our study will be discussed further 
in Sect. 4.3.

In this study, we used a 2D Cartesian mesh with axial 
symmetry. The Eulerian solver was used, which in fact con-
sists in a Lagrangian step (i.e., where the mesh follows the 
matter) using a Godunov scheme [44], followed by the pro-
jection of the deformed mesh on the fixed grid. In the case 
of multi-material flows, it is possible for different fluids to 
be present in the same cell, where they are represented 
by their volumic fraction. This is a classical Volume of Fluid 
(VOF) method, where Mosso’s algorithm [45] is used for 
interface reconstruction. We assume that all materials 
within the same cell have the same material velocity, but 
are not necessarily at the same pressure. A closure relation 
is used to compute average pressure inside such a cell. 
In order to solve the 3 above equations, the EOS of each 
material is required. For water, we used the Zamyshlyaev 
EOS [46], which is accurate over a wide range of thermody-
namic conditions. For air, we used the SESAME 5030 table 
[47], which includes vibration, dissociation and ionisation. 
This choice will be discussed further in Sect. 4.2.

The initial and boundary conditions of the simulations 
are defined in Fig. 15. They are chosen to avoid simulating 
the whole shock tube, by splitting the air domain into two 
zones labelled as zero and one, corresponding to quies-
cent air and shocked air, respectively. To ensure consist-
ency, the initial density (ρ0) and temperature (T0) of quiet 
air are finely tuned so that the SESAME 5030 EOS provides 
values for the pressure P0 and sound speed c0 close to the 

experimental data. Using these values and the Hugoniot 
relations, SESAME 5030 EOS provides the shocked air prop-
erties (P1, ρ1, T1 and c1). All consistent values are listed in 
Table 2. They have been chosen to be as close as possible 
to the experimental Test No. 2 (see Table 1), as well as the 
geometrical dimensions Ød and X0 reported in Table 3. The 
agreement between the physical conditions of our simula-
tion and those of Experiment No. 2 is better than 1%. Other 
geometrical dimensions are given in Table 3: the length 
LX1 of the initial shocked zone is chosen so that the flow 
interaction with the drop and the subsequent detached 
shock do not reach the left boundary. Similarly, the upper 
boundary of the simulation box is not physical. The height 
LY has thus been chosen so that the reflected wave due to 
the interaction of the detached shock with this boundary 
does not affect the flow in the region of interest.

The present study has been conducted with a 12.5 µm 
cell size, which corresponds to more than 90 grid points 
per initial drop diameter. This choice will be discussed fur-
ther in Sect. 4.3.

4.2 � Physical validity of the simulations: EOS of air

In this section we show that a perfect gas EOS for air (i.e., 
with constant polytropic coefficient) would not be suf-
ficient under the present conditions and that the 5030 
SESAME table will be more accurate. We show in Fig. 16 a 

Fig. 15   Schematic diagram 
of the simulation initial and 
boundary conditions, showing 
the air domain split into two 
zones (in red and blue) and the 
water drop (in black)

Table 2   Parameter initial 
values used in simulations

Pi (Pa) Ti (K) ρi (kg/m3) Vmi (m/s) Ci (m/s) Vs (m/s) Mach

Water (i = d) 1.000 × 105 310 1000 0 1700
quiet air (i = 0) 1.020 × 105 315 1.16 0 348
shocked air (i = 1) 21.10 × 105 1270 5.71 1175 717 1474 4.24

Table 3   Geometrical dimension data used in simulations

LX0 (mm) LX1 (mm) LY (mm) Ød (mm) X0 (mm)

20.5 1.5 10 1.135 0.5
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quick overview of the physical conditions to which the air 
is subjected. Under the present experimental conditions, 
the thermodynamic path of air does not follow a single 
Hugoniot. Indeed, after being accelerated by the plane 
shock wave travelling at M ~ 4.4 (after which the pressure 
P1 is close to 2 × 106 Pa), the air experiences a second shock 
(the so-called bow shock) due to its sudden deceleration 
in the vicinity of the droplet, then reaching pressures P2 
above 7.6 × 106 Pa.

In order to validate our EOS in the shocked state (i = 1 
in Fig. 16), we have checked that the 5030 SESAME EOS is 
consistent with the relation used for experimental analysis 
in Sect. 3 [37]. The comparison is shown in Fig. 17a, also 
including the perfect gas EOS with a polytropic coefficient 
value of 1.4. It appears that all models are very close for a 
material velocity Vm1 between 1100 and 1300 m/s, which 
corresponds to the shock state (i = 1) in the experiments 
discussed here. Some limitations of the perfect gas EOS 
appear clearly for material velocities exceeding 1500 m/s, 
which is not the case of the SESAME EOS.

If we now consider the re-shock state (i = 2 in Fig. 16), 
Kim’s correlation can no longer be used, but we can still 
compare the SESAME and perfect gas EOS. Figure 17b 
shows that they are in good agreement as regards the 
pressure. However, as shown in Fig. 17c, a difference in 
density of almost 10% can be observed between both EOS 
in the re-shocked state. We also note that increasing the 
value of the Mach number would even decrease the valid-
ity of the perfect gas model.

4.3 � Numerical validity of the simulations: mesh size

A limitation of the Hesione simulations is the absence 
of any capillary, viscous or thermal effect. The purpose 
of the present discussion is to assess to what extent 
these limitations affect the validity of our simulations, 

which are limited to purely hydrodynamic effects. We 
first notice that the two characteristic lengths of our 
simulations are the drop size (~ 1 mm) and the mesh 
size (12.5 µm), which are related to the two characteristic 
times, the Rayleigh time (~ 10 µs) and the hydrodynamic 
time step (~ 10 ns), respectively.

Let us now consider the surface tension σ. Capillary 
forces are comparable to the aerodynamic forces for 
structures having a radius of curvature r1 such that 
�1 ⋅ V

2
m1

∼
�

2r1
 ; i.e., where the “local” Weber number is of 

the order of one. Using σ = 0.07 N/m we find a character-
istic length r1 < 10 nm that is three orders of magnitude 
below the mesh size used in the simulations. Thus, for all 
structures of size greater than a few cells, capillary 
effects are actually negligible.

Regarding viscous effects, they are comparable to the 
aerodynamic forces for structures having a local velocity 
gradient Vm1

r2
 , such that � Vm1

r2
∼ �1 ⋅ V

2
m1

 ; i.e., where the 

“local” Reynolds number is of the order of one. This 
defines the characteristic length r2 ∼

�

�1⋅Vm1

 . Using 

µ ~ 10−3 kg/m/s for water leads to r2 ~ 150 nm, which is 
two orders of magnitude below the mesh size used in 
the simulations. Thus, for all structures of a size greater 
than a few cells, the velocity gradients are sufficiently 
low to make viscous forces negligible.

To estimate the characteristic scales of thermal effects, 
we consider that the temperature is imposed at the drop 
surface. Under such conditions, the thermal conduction 
problem satisfies the Fourier equation and the charac-
teristic length r3, affected by the outer temperature dur-

ing time tc, is r3 ∼
√

�⋅tc

�d ⋅Cp
 , where λ = 0.5 W/m/K is the 

thermal conductivity of water, Cp = 4180 J/kg/K is its spe-
cific heat, and ρd = 1000 kg/m3 is its density. Thus, con-
sidering the characteristic time for hydrodynamic phe-
nomena tc ~ 10 µs, we find r3 ~ 1 µm, which is one order 
of magnitude below the mesh size used in the 
simulations.

Moreover, it is important to emphasise that no frag-
mentation model is present in the simulation, and that 
all of the observed fragmentation will be purely numeri-
cal. For all of these reasons, the simulations are expected 
to be valid as long as we only consider purely hydrody-
namic effects at sufficiently large scales (a few tens of 
µm). Keeping this in mind, the analysis of the simulations 
will focus on “macroscopic” features, at scales similar to 
those of the experimental data shown in Sect. 3. It is thus 
pointed out that the simulations are not intended here 
to resolve scales smaller than those of the experimen-
tal observations. Rather, our simulations are expected 
to be a useful tool to analyse the macroscopic features 
of experimental data more deeply, yielding access to 

Fig. 16   Pressure field extracted from the simulation at dimension-
less time T = 0.44, around the water drop (in black), emphasising 
the initial, shocked and re-shocked states of air
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precisely what is not observable in our experiments: the 
liquid drop hidden by the mist.

Finally, some dedicated simulations have been per-
formed to provide partial validation by comparison to 
reference cases. The results (not shown here) confirm 
the ability of our simulations to capture the bow shock 
stand-off distance [42] and the drag coefficient on a rigid 
sphere [39].

5 � Simulation results and analysis

5.1 � Comparison of the simulation 
with the experiments

We present in Fig. 18 the comparison between the experi-
mental images and the simulation for Test No. 2. The accu-
rate space and time scaling of the experimental images 

Fig. 17   Shock properties of air subjected to a single shock (a) and 
to a succession of two shocks (b, c). Comparison of the SESAME 
5030 equation of state for air (solid black line) with Kim’s correla-

tion (dashed black line) and the perfect gas equation of state (solid 
red line). Points 0, 1 and 2 correspond to the initial, shocked and re-
shocked states of air defined in Fig. 16
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allowed a precise superimposition. For clarity, the experi-
mental images are converted into purple shades and the 
dark/light areas are inverted; i.e., the experimental drop 
and mist will now appear in white, whereas the drop shape 
extracted from the simulation is represented in black. In 

order to emphasise the shock location in the simulation, 
the magnitude of the air density gradient is represented 
in red, wherever it exceeds a threshold value.

Concerning the initialisation of the simulation, the first 
image of Fig. 18 shows that the drop and shock positions 

Fig. 18   Superimposition of experiment and simulation for Test No. 2. Experimental images are displayed in shades of purple. The drop 
shape extracted from the simulation is shown in black and the strongest air density gradients are in red
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are satisfactorily reproduced. Moreover, if we consider 
the shock travelling from left to right, the three following 
images confirm that its velocity is very similar in the simu-
lation and the experiment.

Considering now the full image sequence of Fig. 18, the 
comparison between experiment and simulation will be 
focused on two main observables, which are: (1) the loca-
tion of the droplet inside the mist plume, and (2) the shape 
and location of the shock waves.

Concerning the first observable, it appears that the 
droplet in the simulation undergoes significant deforma-
tion and displacement as a consequence of the pressure 
field induced by the flow. First, the droplet evolves from 
its initial spherical shape to a flat, oblate spheroid. Then, 
part of it collapses onto the flow axis and takes the form 
of a filament; what remains is ejected off the axis and is 
fragmented into small particles. Despite this complex and 
coupled drop-flow evolution, we note that during the 
entire simulation the simulated drop is located inside the 
experimental mist “plume”, even the small particles gener-
ated by numerical fragmentation.

Regarding the second observable, we note that the bow 
shock appearing due to the supersonic flow around the 
droplet is well reproduced by the simulation. Its location 
and curvature along the z axis are in good agreement with 
the experimental observations. At early times, the drop-
let acts as a blunt body and, as noticed in Sect. 3.5, the 
bow shock curvature and standoff distance are directly 
related to the drop radius and to the relative Mach number 
Mr = (Vm1 − VDSP)/c1, where VDSP is the velocity of the drop 
stagnation point (DSP). At later times, the bow shock wave 
turns into a conical shape, revealing that the droplet has 
evolved from a blunt to a sharp body. We also note that the 
local angle of the detached shock with the z axis (several 
drop diameters away from the symmetry axis) increases 
with time. This evolution, which is directly related to Mr, 
is exactly the same in the simulation and the experiment. 
Such agreement assumes a comparable evolution of the 
front part of the liquid core in both cases.

A very good agreement is also observed for the recom-
pression shock in the wake of the droplet. Contrary to the 
bow shock, which is mostly sensitive to the front part of 
the liquid, the recompression shock is caused by the fluid 
circumvention around the liquid core. It is thus sensitive 
to the whole shape of the obstacle; i.e., its maximum cross 
section and its length along the flow direction. We note 
that the location of the wake shock in the simulation, as 
well as its angle, is very close to the experimental observa-
tions. More precisely, the increasing distance (along the 
z axis) between the bow and wake shocks appears to be 
a significant indication of the hydrodynamic processes 
occurring during the flow–drop interaction.

All of these observations suggest that the simulated 
flow field around the drop is very close to the experimental 
one throughout the entire drop deformation and breakup 
process. Such excellent agreement throughout the image 
sequence suggests that the main mechanisms responsible 
for the coupled evolution of the droplet and the surround-
ing flow are accurately captured by the hydrodynamic 
simulation. Consequently, we are confident to interpret 
the simulations more deeply, to see “through” the mist and 
access the droplet shape and fragmentation history.

5.2 � Droplet displacement

As mentioned in Sect. 3.3, the experimental drop displace-
ment curves usually describe the mist leading edge (MLE). 
Contrary to the experiments, the simulation yields access 
to the actual droplet stagnation point (DSP), and to the 
droplet centre of mass (DCM). The MLE, DSP and DCM 
displacement curves are shown in Fig. 19a (filled circles, 
open squares and bold solid line, respectively), along with 
the fit to our experimental data of MLE given by Eq. (1) 
with Cd = 2.15 (dashed line). Also shown is the curve cor-
responding to the rigid sphere, i.e., Equation (1) with Cd = 1 
(dotted line).

At early times (T < 1.5), Fig.  19a clearly shows that 
DSP > MLE > DCM. The first relation DSP > MLE corresponds 
to the observation already made in Fig. 18 that the drop 
is located inside the mist experimental zone. The second 
relation MLE > DCM shows that at very early times (T < 0.2), 
the drop deformation is low and the DCM thus satisfies the 
displacement equation of a rigid sphere, i.e., Equation (1) 
with Cd = 1, whereas the MLE is empirically observed to 
satisfy Eq. (1) with Cd = 2.15. Although the simulation does 
not yield information on the MLE, the difference between 
both Cd values can be explained with a simple geometric 
consideration. Indeed, the drop shapes in Fig. 19b show 
that the leeward stagnation point of the droplet does 
not move at early times. If the drop remained symmet-
ric, i.e., ellipsoidal, there would be a factor 2 between the 
displacements of DSP and DCM. The slight dissymmetry 
shown in Fig. 19b illustrates why the displacement of DSP 
can be described with Cd > 2.

At later times (T > 1.5), the curves in Fig. 19a cross each 
other and DCM > MLE ~ DSP. The relation MLE ~ DSP is 
consistent with the drastic change in the droplet shape, 
previously assimilated to a sharp body (see Sect. 5.1). Simi-
larly, the droplet deformation also explains that the DCM 
becomes located much further, as shown in Fig. 19c. The 
analysis of the changes in the droplet shape will be dis-
cussed in the next section.

Looking accurately at the results, it is also interesting to 
notice that the DCM does not follow the constant 
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Fig. 19   Dimensionless displacement X as a function of dimensionless time (a), and drop deformation at b early and c late times, showing 
drop stagnation point (DSP) and drop centre of mass (DCM) displacements

Fig. 20   Evolution of dimensionless velocity and the dynamic drag coefficient as a function of time
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acceleration equation observed for MLE. This is illustrated 
in Fig. 20a, where the velocity evolution of the DCM (solid 
bold line) and MLE (dashed line) are compared in dimen-
sionless scales defined as follow. Noting the velocity as v, 
the dimensionless velocity V is defined by V =

v

vc
=

dX

dT
 with 

vc = Ød/tc = Vm1 (ρ1/ρd)1/2. Thus, following Eq. (1), the dimen-
sionless MLE velocity increases linearly with the dimen-
sionless time:

We recall that this equation, which corresponds to a 
constant acceleration, is usually related to the hypothesis 
of a rigid body without deformation or mass loss, and hav-
ing a negligible velocity compared to the upstream fluid. 
Equation (2) is represented by a straight line in Fig. 20a. At 
early times (T < 0.2), as long as the drop remains roughly 
spherical, it is observed that the DCM follows Eq. (2) with 
Cd = 1. Then, due to the drop shape evolution, the DCM 
velocity clearly deviates from this ideal behaviour.

In order to analyse how the drop deformation affects 
the dynamic drag coefficient Cd, the evolution of the latter 
is deduced from the following relation:

Figure 20b shows the strong difference between the 
effective drag coefficient Cd = 2.15 deduced from the MLE 
position, and the actual dynamic drag coefficient cor-
responding to the DCM. At early times (T < 0.2), the lat-
ter begins with a transitory peak above 1 followed by a 
decrease, an evolution consistent with other published 
data on rigid spheres under similar conditions [7, 48–50]. 
However, at later times the dynamic drag coefficient 
dramatically increases until it reaches the value Cd ~ 5 at 
T ~ 1.5. Then, a strong decrease is observed, until T ~ 3 
where Cd is close to 1. In Fig. 20b are also plotted the con-
stant values Cd = 1 corresponding to the stationary value 
for a sphere. The variation of Cd is obviously related to the 
drop deformation. For instance, it is known that the drag 
coefficient of an oblate (resp., prolate) spheroid is greater 
(resp., smaller) than that of a sphere.

Similar observations can be found in [27], but with the 
maximum drag occurring a bit earlier (T ~ 0.75). However, 
these simulations correspond to lower Mach numbers 
(1.18–1.73). Other simulations by the same author [27] at 
Mach 2.00 and 2.50 do not clearly show the decrease of Cd, 
but these simulations were limited to T < 1.5. It is interest-
ing to refer also to the simulation results of Kekesi [21], 
where the maximum Cd appears at T ~ 4; however, his study 
concerned very low Weber numbers (We < 12). Finally, this 

(2)V =
v

vc
=

3

4
CdT

(3)Cd =
4

3

dV

dT

discussion suggests that the peak value of the dynamic 
drag coefficient depends on some physical parameters, 
which may be the Mach or Weber number. The possible 
effect of the numerical methods used for the simulations 
should also be investigated.

5.3 � Droplet deformation

The discussion of Sect. 5.2 has emphasised the dominant 
role played by drop deformation in the observations. We 
now use the simulation to discuss the phenomenology of 
droplet deformation and fragmentation.

The droplet deformation extracted from the simulations 
has already been shown in Fig. 18. It is now reproduced in 
Fig. 21, where we distinguish 3 steps:

•	 T < 1 (Fig. 21a): according to the simulation, the liquid 
mass remains in one main drop, whose shape flattens 
due to the aerodynamic forces. Indeed, the aerody-
namic pressure on the drop surface is maximum at the 
stagnation point and decreases at higher radius. The 
resulting hydrodynamic phenomenon (radial expan-
sion of the liquid) has been already identified by Burg-
ers and Reinecke in their deformation models [41]. 
Another validation of our simulations comes from the 
X-ray observations made by Reinecke in similar con-
ditions [15]. This deformation is associated with the 
increase in Cd related to DCM (Fig. 19c), leading to a 
strong acceleration that can drive Rayleigh–Taylor (RT) 
instability on the windward surface of the drop [9]. The 
simulation does not capture the initial mist generation 
shown in Fig. 5. However, the corresponding mass loss 
is small [4, 12, 23, 40, 51], and its effect on the subse-
quent hydrodynamic processes can be neglected.

•	 1 < T < 2 (Fig. 21b): at later times, two hydrodynamic 
phenomena appear to be in competition. First, we 
observe that large amplitude oscillations appear on the 
windward surface of the drop at T = 1.38 and T = 1.61, 
which may be due to RT instability. However, their 
growth seems to be dominated by another hydrody-
namic phenomenon, which is the radial motion of the 
liquid. Indeed, the simulation suggests that the outer 
rim of the liquid drop splits into two parts; the first one 
collapses onto the axis and the other one spreads out 
radially in small fragments. We note that a possible 
explanation of this splitting comes from the fact that, 
in a supersonic flow, the aerodynamic force acting on a 
small fragment close to a bigger one can lead either to 
separation or to “collimation” of the former in the trail 
of the latter [52]. The mass included in the outer rim 
is significant (~ 50% of the total mass), which explains 
why its relative acceleration during the first half of this 
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step (1 < T < 1.5) leads to an increase in Cd (DCM), as 
observed in Fig. 19c. Then, the decrease of Cd during 
the second half of this step (1.5 < T < 2) is due to two 
mechanisms: first, the evolution of the global shape of 
the liquid remains, which tends to concentrate on the 
flow axis; and second, the small fragments equilibrate 
with the fluid velocity and do not accelerate anymore.

•	 2 < T < 3 (Fig. 21c): Finally, the drop takes the shape of a 
liquid filament, aligned with the flow. The axial spread-
ing becomes significant, leading to an aspect ratio 
much different from 1, which explains the decreasing 
Cd.

In order to discuss these results more quantitatively, 
we will now define the parameter R, which is the radial 
extension of the drop in the simulation. For simplicity, we 
define R as the maximum radius of the cells where the vol-
ume fraction of liquid is greater than 99%. The evolution 
of R can be compared to the experimental measurement 
of the drop radial deformation. These values are plotted 
on dimensionless scales in Fig. 22. Simulation and experi-
ment follow a similar evolution, despite a quantitative dif-
ference. More precisely, for T < 1.5, both quantities increase 
with time, and the difference is attributed to the mist. For 
T > 1.5, the large experimental radius (not considering the 

“tip”) becomes difficult to define, and this comparison can-
not be made any longer.

Figure 22, also includes the Burgers and Reinecke mod-
els [41] for drop deformation. It appears that the latter, 

Fig. 21   Droplet deformation. In order to facilitate comparison between all drop shapes, dashed red lines have been added to materialise the 
initial drop diameter. Positions along the x-axis are arbitrary to facilitate visualisation

Fig. 22   Dimensionless deformation as a function of dimensionless 
time T. Experimental data are taken from Test No. 2 in Fig. 10



Vol:.(1234567890)

Research Article	 SN Applied Sciences (2020) 2:69 | https://doi.org/10.1007/s42452-019-1843-z

by construction, follows the deformation as indicated by 
mist, whereas the former is in better agreement with our 
simulations. In fact, the Reinecke model assumes that the 
drop windward surface is flat and experiences a homoge-
neous pressure, whereas Burgers made the hypothesis of 
a spherical drop with a cosine-shaped pressure field. The 
drop shapes shown in Fig. 21a suggest that the Burgers 
model may be more appropriate for T < 0.5. At later times 
T = 0.91, the deformation predicted by the Burgers model 
is overestimated because it neglects the shear induced 
longitudinal entrainment (SIE) of the liquid at the periph-
ery of the drop, which limits its radial expansion both in 
our simulations and in the experiment.

Finally, for T > 1.5, we have extracted from the simula-
tion the radius of the “tip” and compared it to the experi-
mental data. A good agreement is also observed for 
this particular pattern, which suggests that our simula-
tion provides an accurate description of the liquid core 
deformation.

Beyond the quantitative results, an important conclu-
sion of this study is the phenomenology deduced from 
the drop deformation analysis. Indeed, the fact that the 
drop evolves to a filament shape extending along the flow 
axis is a new result. We note that it has some similarities 
with the ‘bag and stamen’ breakup mechanism observed 
at much lower Weber numbers. An important conse-
quence is that such a filament, if real, could not have been 
resolved with the X-ray diagnostics used by Reinecke to 
see ‘through’ the mist, and which led him to diminish his 
total breakup time estimate [15, 19]. However, the mass 

contained in this filament is far from negligible, as will be 
discussed in Sect. 5.6.

5.4 � Bow shock standoff distance

From the simulation, we extract the distance between the 
bow shock and the DSP. These values are shown in Fig. 23 
along with the experimental data corresponding to the 
distance between the bow shock and the MLE. A similar 
evolution is observed, as well as a quantitative difference 
which we interpret as the thickness of the mist layer in 
front of the droplet. Thus, under the conditions studied 
here, the leading edge of the droplet (DSP) is 30% further 
from the bow shock than the MLE. Although we do not 
have a definitive explanation for this observation, it is 
noteworthy that the air flow at the front face of the drop-
let is subsonic. It is thus possible that the hydrodynamic 
instabilities appearing at the drop surface may lead to tur-
bulent mixing that could be responsible for the 30% exten-
sion of the mist between the drop and the bow shock. 
Additional experiments with more precise diagnostics, 
such as Laser Induced Fluorescence (LIF), could provide 
valuable information on this question.

Despite this difference, we can use the simulation 
results to analyse the relative importance of the two 
effects (drop diameter and relative velocity) that drive 
the evolution of the shock layer thickness. The following 
relation, initially proposed by Billig [42], gives the shock 
standoff distance δ for a rigid sphere of diameter D in air 
flowing at a relative Mach number M:

After logarithmic derivation, it yields:

In order to use this equation to interpret our data, we 
note that dδ/δ and dD/D from Eq. (5) correspond to dB/B 
and dY/Y, respectively. Thus, with our notations, Billig’s 
relation leads to:

The first term of the right hand side of Eq. (6) is thus 
estimated from the simulated deformation Y shown 
in Fig.  22. Considering the evolution between T = 0 
and T = 1.5, we find dY/Y ~ 1.5. Then, the Mach varia-
tion due drop acceleration is estimated using Eq.  (2): 
between T = 0 and T = 1.5, dV = 9·Cd/8, leading to 
dM = − vc·dV/c1 = −(9·Cd/8)·(Vm1/c1)·(ρ1/ρd)1/2. Under our 
conditions, we have M = Vm1/c1 ~ 1.6 and dM ~ − 0.3, so 
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Fig. 23   Dimensionless shock layer thickness as a function of 
dimensionless time T. Experimental data are taken from Test No. 2 
in Fig. 12
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the second term on the right hand side of Eq. (6) roughly 
equals 0.5. Thus, Eq. (6) predicts dB/B ~ 2, which means a 
200% increase in the shock standoff distance between 
T = 0 and T = 1.5. This estimate is in good agreement with 
Fig. 23. Obviously, some error comes from the fact that 
Eq. (4) is not strictly valid, since the drop does not remain 
spherical. However, this simple model allows us to con-
clude that the major cause of the increase observed in 
Fig. 23 between T = 0 and T = 1.5 is drop deformation, and 
that drop acceleration is of much less importance. At times 
T > 1.5, the windward face of the drop is strongly modified 
because of the appearance of a prominent tip, and Billig’s 
relation cannot provide quantitative information for such a 
complicated shape. However, qualitatively, it suggests that 
the decrease in B is likely to be due to the small radius of 
curvature at the tip front end. Finally, the present analysis 
shows that the shock standoff distance can provide useful 
information on the shape of the liquid core facing the flow.

5.5 � Distance between bow and wake shocks

The dimensionless distance W between the bow and wake 
shocks has been extracted from the simulation at the same 
distance from the axis (5 drop initial radii) as in the experi-
ments. The comparison is shown in Fig. 24. Simulation and 
experiment show a very similar evolution, consisting in a 
continuous increase linked to the drop deformation. How-
ever, it is noteworthy that the previous observables (drag 
coefficient Cd, deformation Y, shock standoff distance B) 
showed a clear change around T = 1.5. It is not the case 
here, which could seem surprising. Indeed, our simula-
tions suggest that, at T < 1.5, the increase in W is due to 

the flattening of the drop, and that at T > 1.5 it is due to the 
more elongated shape shown in Fig. 21. The simulations 
shown here suggest that W is somewhat less sensitive to 
the aspect ratio of the droplet than Cd, Y and B. Further 
investigation of this question will be addressed in future 
work.

5.6 � Droplet remaining mass

In this section, we will use our simulation results to com-
pute the evolution of the mass contained in the main cen-
tral fragment. Indeed, usual models for droplet fragmenta-
tion rely on a description of the evolution of the droplet 
mass [23, 40, 53]. From his experimental data in the high 
Weber (‘catastrophic’) regime, Reinecke [15] proposed the 
following empirical correlation:

where m0 is the initial drop mass and m is the remaining 
mass at dimensionless time T. Reinecke [15] also suggests 
that the dimensionless time for complete breakup Tb can 
be estimated with the following relation:

Under the conditions of our Experiment No. 2, Eq. (8) 
gives Tb ~ 2.4 and the above model is plotted in Fig. 25 
(dashed line).

In a recent paper [22], the remaining mass in the liq-
uid core was extracted from a numerical simulation, with 
the assumption that it is equal to the amount of liquid 
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Fig. 24   Evolution of distance between the bow and wake shocks. 
Experimental data are taken from Test No. 2 in Fig. 14

Fig. 25   Evolution of mass fraction of the liquid pure mesh (solid 
line) and comparison with the Reinecke model Eq.  (7), where the 
total breakup time Tb is either calculated from Eq. (8) (dashed line) 
or equal to 5.5 (dotted line)
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remaining in pure cells. Using the same methodology, 
the mass in the cells where the volume fraction of liquid 
is greater than 99% was extracted from our simulation 
at different times, and divided by the initial mass of the 
drop. The resulting curve is presented in Fig. 25 (solid 
line). We observe that more than 50% of the initial liquid 
mass remains in the liquid core at the end of our simula-
tion (T ~ 3), which is in disagreement with Eq. (8). As dis-
cussed in Sect. 5.4, the reason for this discrepancy prob-
ably comes from a lack of resolution of Reinecke’s X-ray 
diagnostic tool when the drop shape evolves into a fila-
ment, and we suspect that Eq. (8) actually underestimates 
Tb. Indeed, we also show in Fig. 25 (dotted line) that using 
the value Tb = 5.5 suggested by Pilch [4] leads to a much 
better agreement between Eq. (7) and our simulation.

Finally, we note that this higher value is consistent with 
our experimental observations. Indeed, although they do 
not provide a direct estimation of the breakup time, the 
presence of a bow shock (visible in Fig. 9 for instance) sug-
gests that Tb > 3.

6 � Conclusion

We have presented new experiments of breakup of water 
droplet at Weber number above 105. We used high reso-
lution ombroscopy with precise temporal synchronisa-
tion. 16 images were available per shot, which helped in 
limiting shot-to-shot variations of the initial conditions. 
Our experimental results show a very good repeatability 
and we have extracted much quantitative information, 
such as drop displacement and deformation. Moreover, 
the locations of the bow and wake shocks in the air flow 
around the droplet have also been analysed, and it has 
been observed that all of these quantities scale fairly well 
with the initial drop diameter.

Numerical hydrodynamic simulations have also been 
presented. Extensive comparisons with experimental data 
show a very good agreement and allow the deformation 
and fragmentation mechanisms of the water droplet to 
be analysed more precisely. According to our results, the 
deformation mechanism can be divided into 3 steps. First, 
at T < 1, most of the liquid mass remains in one main drop, 
whose shape flattens due to the hydrodynamic forces; 
then, at 1 < T < 2, fragmentation begins along the outer 
rim of the liquid drop and splits the corresponding mass 
into two parts; the first one collapses onto the axis and 
the other one spreads out radially in small fragments. The 
mass included in the outer rim is approximately half of the 
total mass. Finally for 2 < T < 3.5, the remaining liquid mass 
takes the shape of a filament, aligned with the flow.

We emphasise that our experimental and numeri-
cal results are consistent with a complete breakup time 

Tb = 5.5, as suggested by [4]. Further experiments with 
observations at T > 4 will be performed soon to confirm 
this value. Moreover, it appears that complementary 
diagnostics, such as Laser Induced Fluorescence, could 
be appropriate to see ‘through the mist’ and validate the 
present analysis.
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