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Abstract
In modern warfare, oblique penetration is frequently observed when a penetration warhead mounted on a guided missile hits
the target. When oblique penetration occurs on hard targets, such as reinforced concrete, the projectile experiences complex
stress states along with tensile and compression stresses that can result in the deformation and fracture of the projectile.
Therefore, the survivability of the projectile should be determined at the design phase. Structural survivability was assessed
here through a correlated simulation considering a case where the projectile was fractured while penetrating into a 30° inclined
concrete target at 333 m/s. For correlated simulation, we obtained the dynamic constitutive equation and fracture properties
of the projectile material (AISI4340 steel) up to a strain rate of 1500 s−1. Furthermore, concrete material coefficients related
to the strain rate sensitivity were calibrated using the test database. Computational analysis result agreed well with the actual
test result.

Keywords Projectile · Fracture · Oblique penetration · Concrete target

1 Introduction

High-value key military installations, such as enemy’s main
command posts, are either fixed ground-based targets or
hard and deeply buried targets (HDBTs). This increases the
demand for advancing the penetration warheads that can
effectively hit these targets. Analyzing penetration phenom-
ena and evaluating the penetration performance of penetra-
tion warheads according to their design factors using actual
warheads are challenging, because these are expensive and
time-consuming, which is an important factor in the process
of designing and developing penetration warheads. Several
studies have been conducted on the penetration of projec-
tile into concrete structures, and various methods have been
proposed for evaluating its penetration performance. Young
[1] performed penetration tests with various design factors
of penetration warheads on several targets and proposed an
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empirical formula that can calculate the penetration depth.
Forrestal [2, 3] analyzed vertical penetration of a projectile
into a concrete target and proposed an empirical formula for
calculating the penetration depth of the vertical penetration
based on the cavity expansion theory.

Generally, oblique penetration occurs much more fre-
quently than vertical penetration for the penetratingwarheads
during the process of operating a weapon system. When a
penetration warhead hits a concrete target with high speed at
an inclined angle, the projectile and target experience com-
plex loads that are asymmetrically mixed with tension and
compressive loads [4]. Thus, the projectile may deform and
fracture, which can greatly affect its performance by damag-
ing its internal parts and degrading its penetrability. Through
nonlinear computational analysis, Liu et al. [5, 6] confirmed
the deformation of a projectile by performing oblique pene-
tration analysis in concrete with a projectile that was treated
as a deformable body rather than a rigid body. Therefore, it
is important to ensure warhead survivability while designing
penetration warheads.

Studies on warhead survivability have been limited and
rarely disclosed due to security and other issues. Zukas [7]
presents an example of deformation and destruction of a
projectile in various penetration processes. In his view, the
deformation caused by the bending of a projectile in oblique
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penetration was considered as an analytically intractable
problem. Air Force Research Laboratory (AFRL) in the
United Statesmanufactured projectile high-strength alloys to
ensure warhead survivability. They conducted various basic
studies to investigate the fracture mechanics of projectile
and implement them to simulate the destruction of projectile
through computational analysis [8].Yoo et al. [9] performed a
computational analysis using the cavity expansion theory on
the target resistance to evaluate penetration performancewith
respect to various design factors, and performed a projectile
deformation simulation in oblique penetration. Therefore, to
assess the warhead survivability for simulating the deforma-
tion of the projectile, structural survivability assessmentmust
be carried out through correlated simulation.

To assess the structural survivability of the penetration
warhead through correlated simulation with concrete target
penetration, it is necessary to model the physical properties
that can simulate the behavior of the projectile and the tar-
get under extreme load conditions, such as high pressure and
high strain rate. In general, material of the projectile is high-
strength steel. According to Lim [10], penetration warheads
undergo body deformation and destruction at various strain
rate ranging from0.001 to 10,000 s−1.As plastic deformation
progresses, high-strength steels showstrain hardeningbehav-
ior according to the strain rate. To simulate such behavior,
various studies have been conducted to describe the stress
and strain relationship of the material in the dynamic region.
Johnson and Cook [11] proposed the dynamic constitutive
equation of the material through the Hopkinson bar test.
Huh et al. [12] confirmed the dynamic behavior according
to the crystal structure of the material and evaluated and
proposed the dynamic constitutive equation. Shin et al. [13]
investigated the characteristics of the dynamic constitutive
equations published before and presented a guideline for the
selection of constitutive equations.

To assess the structural survivability, a constitutive equa-
tion for the material of the projectile is necessary. Further-
more, a fracture model is required to simulate the destruction
of the projectile during penetration. Fracture models can be
divided as physics-based fracture models (continuum dam-
age mechanics model) [14]; micromechanics models [15,
16] based on the evolution of void; and phenomenological
fracture models that simulate strain and damage at the onset
of fracture. Phenomenological models have been studied by
many researchers and applied to commercial computational
analysis programs [17].Wierzbicki et al. [18] investigated the
fracture models proposed by various researchers and con-
firmed their ability to predict fracture. Bai and Wierzbicki
[19] proposed a fracture model by introducing stress triaxi-
ality and Lode angle, expressed as a third-order invariant of
stress tensor, as a variable in a fracture model, and deriving
the equivalent strain-based fracture model using the existing
Mohr–Coulomb model. Lou et al. [20] proposed a fracture

model that phenomenologically simulates void nucleation,
void growth, and void coalescence with stress triaxiality and
Lode angle parameters as variables. However, the proposed
model cannot describe the effect of the strain rate of the
material, and only a few studies have investigated the frac-
ture model of the material in the dynamic domain. Roth and
Mohr [21] measured the fracture strain with tensile velocity
and modified the Hosford–Coulomb fracture model using
the strain rate function of the Johnson–Cook model. Lim
[10] measured the fracture strain at various strain rates of
the DP980 steel sheet and analyzed the fracture mechanism
according to the strain rate. He modified the Lou model [20]
by adding terms representing strain-rate dependency.

Studies on the fracture properties related to impact prob-
lems primarily applied the Taylor impact test. Teng et al. [22]
performed the Taylor impact test and confirmed that three
modes of fracture appeared, and applied ductile failure crite-
ria to numerical analysis and verified them. Zhang et al. [23]
evaluated five fracture models in the Taylor impact test, and
Xiao et al. [24] proposed a Lode-dependent fracture model to
predict the shear cracking in theTaylor impact test ofAl2024.
As such, various ductile fracturemodels formetals have been
proposed and applied to impact problems. However, only a
few models have been used directly in the assessment of the
survivability of penetration warheads. In the present study,
the usefulness of these models will be examined.

Concrete is widely used as a structural material for build-
ings and protective materials due to its high compressive
strength, durability, and various environmental resistance.
For the analysis of penetration in concrete, property mod-
eling that can express the behavior of concrete is required.
In the extreme environment of the penetration process, con-
crete materials show complex and nonlinear behavior due to
its inhomogeneity and characteristics. Tomodel strain–stress
relations, pressure hardening, strain rate dependency, dam-
age, and fracture under extreme load conditions, many
researchers have proposed mechanical property models for
concrete, such as RHT model [25], K&C model [26], and
CSCmodel [27]. Among them, the RHTmodel is pre-loaded
in commercial finite-element analysis software, such as LS-
DYNA, and is widely used in high-speed impact analysis
and penetration analysis. Hansson and Skoglund [28] per-
formed the penetration analysis of projectile with respect
to the variables of the RHT model and found that the coeffi-
cients for damage accumulation and residual strength surface
are sensitive to the results of analysis. The team corrected
the appropriate coefficients for predicting the test results. In
addition, Shin et al. [29] showed that the conservative effect
of strain rate and the simple linear crack softening model
in the existing RHT model have limitations in simulating the
dynamic behaviors shown in experimental results. Therefore,
to obtain accurate target properties, a process of calibration
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of the coefficients that can simulate the results of the pene-
tration test is necessary.

This study proposes a new numerical technique for pre-
dicting impact fracture in a real-scale scenario, where a
projectile penetrates an inclined concrete target. We first
tested projectile material in the quasi-static, intermediate
strain rate and high strain rate regions to obtain stress–strain
data with respect to strain rates and then obtained coeffi-
cients of a dynamic constitutive equation. To construct a
fracture model, the test method by Lim [10] was used to
obtain fracture strain under three load path conditions (shear,
uniaxial tension, and plane strain) and various strain rate
conditions. The MMC model coefficients proposed by Bai
and Wierzbicki [19] were calibrated for each strain rate and
applied to the LS-DYNA GISSMO model. In addition, to
obtain accurate target properties, a vertical penetration test
of the penetrating warhead on a concrete target was per-
formed using a 155-mmsmoothbore gun. The test result were
compared with the numerical analysis results, and the coef-
ficients of the concrete material model that can best simulate
the penetration depth were obtained. Using these material
properties of projectile and concrete target, the results of the
existing penetration test on an oblique concrete target [30]
were compared with the results of correlated simulation, and
the structural survivability of the warhead was assessed.

2 Properties of Projectile Material

2.1 Constitutive Equation of Projectile Material

Generally, high-strength steel is used to protect the contents
of a penetration warhead during the penetration process. The
projectile used in the test [30] is AISI4340 steel, which
exhibits high strength and toughness. For reliable penetra-
tion analysis, material property modeling that can accurately
represent the behavior of materials in the dynamic region is
critical. Thus, tensile tests with various strain rates were per-
formed and coefficients of the dynamic constitutive equation
were obtained.

First, tensile testswere performedwith strain rates ranging
from 0.001 s−1 to several thousands s−1 to obtain material
properties considering the strain rate. Considering the effect
of the projectile manufacturing process, specimens were
obtained using waterjet processing of a finished AISI4340
steel projectile. A sheet was used to perform specimen test-
ing. In the quasi-static strain rate, a tensile tester developed by
INSTRON was used. In the intermediate strain rates of 0.1,
1, 10, and 100 s−1, a high-speed material testing machine
developed by Lim [31] and Huh et al. [12] was used. The
high-speedmaterial testingmachine is a servo-hydraulic type
high-speed tensile testing machine, with a maximum speed
of 7.8 m/s and the maximum strain rate that can be applied
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Fig. 1 True stress–true strain curve for AISI4340 steel

to the specimen ranges to several hundreds s−1. The load
applied on the specimen was measured using a piezoelec-
tric type load cell, and the specimen strain was measured
by capturing the specimen deformation using a high-speed
camera and analyzing it with digital image correlation (DIC)
after the test. In the high strain rate over 100 s−1, tensile
properties were obtained using the tension split Hopkinson
pressure bar. The design of the tensile split Hopkinson bar,
and the size and shape of the specimens used in the tensile
test were adopted from the study of Huh et al. [32]. In the
Hopkinson bar test, the stress–strain curve of the material
was obtained by analyzing the stress wave in the incident bar
and transmission bar.

Through tensile testing, the engineering stress–engineer-
ing strain curve was obtained, and the yield stress was
determined using the 0.2% offset method. Using the engi-
neering stress–engineering strain curve, the true stress–true
strain curve at each strain rate was obtained, which is shown
in Fig. 1. In the case of AISI4340 steel, it can be seen that
strain hardening and strain rate hardening phenomena appear
at the same time. At this time, the uniform strain in the mea-
sured data is about 3%, and the size of the strain region is too
limited to apply to the numerical analysis. In addition, it is
necessary to extend the area of material properties applied to
the numerical analysis through interpolation between each
strain rate section. Therefore, a material model capable of
expressing the dynamic behavior of thematerial was selected
and simulated, and the result was applied to the analysis.

Material property models that can express the dynamic
behavior of materials can be divided into two types; ones that
use the theory of material deformation, and simple empiri-
cal ones. The types of models vary greatly according to the
behavior of materials. A study by Huh et al. [12] introduced
a dynamic material property model according to the internal
lattice structure (BCC, FCC, and HCP) of metal materials,
and compared the performance and evaluation results of each
material property model. As a result, for a material of BCC
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Fig. 2 Fitted result of Lim–Huh model for AISI4340 steel

structure, which is the internal lattice structure of AISI4340
steel, the model proposed as follows has been shown to well
express the characteristics of dynamic deformation behav-
ior with respect to strain rate. Therefore, the true stress–true
strain curve in Fig. 1 was fitted with the model proposed by
Lim [31] and Huh et al. [12] as shown in the equation below

σ (ε, ε̇) � A(ε + ε0)
n × 1 + q(ε)ε̇m

1 + q(ε)ε̇mr
where q(ε) � q1

(ε + q2)q3
,

(1)

where ε is the equivalent plastic strain, ε̇ is the strain rate,
ε̇r is the reference strain rate, and A, ε0, n,q1, q2, q3, m are
the material constants. The fitting coefficients are shown in
Table 1 and the fitting results are shown in Fig. 2. It can be
seen that the Lim–Huh model well expresses the projectile
material behaviors with respect to various strain rates.

2.2 Fracture Model of Projectile Material

For the analysis of projectile survivability after target pene-
tration, fracture properties are needed, as well as themechan-
ical properties that can be expressed by the stress–strain
relationship of the projectile material. Fracture properties
are the properties that show the behavior and characteristics
of a material up to the failure of the material. It is neces-
sary to check whether the material fails under specific load

conditions. Most engineering materials can be roughly clas-
sified into ductile materials and brittle materials. AISI4340
steel is a ductile material that reaches fracture with plastic
deformation. From the microscopic perspective, the nucle-
ation, growth, and coalescence of void lead to the formation
of macroscopic cracks and the material failures. Research
on fracture from the microscopic perspective has been con-
ducted for a long time. However, due to the complexity of
formulas, ambiguity in determining coefficients, and dif-
ficulty in applying numerical analysis, phenomenological
models have been proposed. Phenomenological models use
stress and strain values based on continuum mechanics to
establish a weighting function and predict fracture when the
integral value of the weighted function for the plastic strain
increment at a point in a material reaches a threshold value.
Bai and Wierzbicki [19] measured the fracture strain of a
Al2024 material according to the stress state that can be
expressed as the stress triaxialityη and theLode angle param-
eter θ , and derived theMohr–Coulombmodel based on strain
to construct the following phenomenological model:
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⎧
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where c1, c2, c3 are material constants. c1 is “friction” coeffi-
cients, c2 is shear resistance, and c3 is Lode angle-dependent
material constant.

As the strain rate increases, the temperature accumulated
during the deformation of the material, the increase in dislo-
cation density can trigger the change in fracture mechanism
[10, 21, 33]. Thus, the fracture behavior could be dependent
on the strain rate. Therefore, in this study, the fracture strain
of AISI4340 steel was measured with respect to the strain
rate.

Tensile tests were conducted using a high-speed ten-
sile tester and a tension split Hopkinson pressure bar from
0.001 to 1500 s−1, and fracture strain was obtained under
pure shear, uniaxial tension, and plane strain conditions for
each strain rate. More than three tests per specimen were
conducted to confirm the repeatability of the test, and the
procedure of the test, the shape of the specimen, and the ten-
sile speed for different strain rate were referred to Lim [10].

During the tensile test, the surface of the specimen was
captured with a high-speed camera, and the local fracture
strain was measured through image analysis using the digital

Table 1 Calibration result of
Lim–Huh model for AISI4340
steel

A ε0 n q1 q2 q3 m

1702 1.8 e−3 0.041 0.209 8.9 e−4 0.118 0.047
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Fig. 3 Fracture strain with various strain rates: a pure shear; b uniaxial tension; c plane strain

Table 2 Calibration results of
MMC fracture model with
various strain rates

Strain rate A n c1 c2 c3

0.001 1702.44 0.0419 0.0712 881.3 0.9096

0.01 1727.52 0.0400 0.0685 893.82 0.9075

0.1 1755.74 0.0381 0.0662 904.22 0.9014

1 1787.09 0.0359 0.0569 917.43 0.8996

10 1822.39 0.0338 0.0429 919.2 0.8871

100 1861.83 0.0315 0.0308 935.7 0.8897

1500 1914.16 0.0286 0.0194 955.1 0.8872

image correlation technique described above. ARAMIS was
used as the DIC software, and strain was measured based on
a facet size of 0.1× 0.1mm2. The in-plane strain can bemea-
sured by image analysis, and strain in the thickness direction
can be calculated from the planar strain measured based on
plastic incompressibility. The equivalent strain to fracture can
be calculated by computing and adding the equivalent strain
increment using the yield model through the strain increment
in each direction. The results of the fracture strain measured
with respect to each load condition and strain rate are shown
in Fig. 3. As seen in the steel materials in general, the speci-
men shows decreasing fracture strain as the stress triaxiality
increases. In the case of pure shear, as shown in Fig. 3a, the
change with respect to the strain rate is not significant in
the low-speed region. As the strain rate increases, the frac-
ture strain decreases. Similar to Lim and Huh [34], negative
strain rate sensitivity was observed, which can be attributed
to the formation of adiabatic shear bands at high strain rates.
In the case of uniaxial tension, as shown in Fig. 3b, no sig-
nificant strain rate sensitivity was observed. However, in the
case of plane strain, as shown in Fig. 3c, the fracture strain
showed a positive dependency on the strain rate. This seems
to be due to the increasing size of the voids resulting from
the temperature-induced softening effect caused by the plas-
tic work.

Using the fracture strain data with respect to strain rate
under the stress state, the coefficients of themodifiedMohr—
Coulombmodel in Eq. (2) were calibrated at each strain rate.

Since it is difficult to maintain the proportional load due to
the local deformation of the specimen during the tensile test,
the stress state of the fracture strain data to be used in con-
structing the fracture model was expressed as a combination
of mean values as in Lim [10]. Table 2 shows the coefficients
of the modified Mohr–Coulomb model at each strain rate,
and Fig. 4 shows the three-dimensional fracture surface for
each strain rate. Points represent the experimental data, and
the solid lines represent the plane stress condition.

To compare the fracture surface at different strain rates, the
two-dimensional fracture lociwith respect to strain rate under
plane stress conditions were compared and are illustrated in
Fig. 5. The trend with respect to strain rate is similar to the
result of fracture strain measurements. In the negative triax-
iality region, the fracture locus decreased as the strain rate
increased. In the triaxiality region after the uniaxial tension,
the fracture locus also increased as the strain rate increased.

In general, since the material subjected to load was
deformed under a complex loading path rather than a propor-
tional loading path, the fracture prediction at this point can
be considered by introducing the following damage function
based on the constructed fracture model ε̂ f (η, θ )

D �
ε f∫

0

dε p

ε̂ f (η, θ)
. (3)
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Fig. 4 3D fracture surface with various strain rates: a 0.001; b 0.01; c 0.1; d 1; e 10; f 100; and g 1500 s−1
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2.3 Application to Computational Analysis

The determined constitutive equation and fracture model for
AISI4340 steel were applied to computational analysis using
LS-DYNA’s material cards. In the case of the constitutive
equation, the size of the strain region applied to the analy-
sis was expanded and entered as piecewise linear data with
respect to strain rate using *MAT_024.

The fracture model was applied to computational analysis
using *MAT_ADD_DAMAGE_GISSMO. The GISSMO,
which is Generalized Incremental Stress-State-dependent
damageMOdel, is a tool that computationally simulates duc-
tile fracture with the loading path and various fracture factors
using the damage value in Eq. (3) and thus is practical for the
application to numerical analysis [17]. The fracture surface at
each strain rate for AISI4340 steel was tabulated and applied
according to the triaxiality and Lode parameter. The Lode
angle and Lode parameter in the modified Mohr–Coulomb
model were converted according to the study of Lou et al.
[35].When applying the fracture model with respect to strain
rate, the LCSRS parameter of GISSMOwas used to input the
scale factor with respect to strain rate and triaxiality based
on the fracture surface in the quasi-static region.

According to Kõrgesaar [36] and Kõrgesaar et al. [37],
fracture is a locally occurring phenomenon. In computational
analysis using a ductile fracture model, fracture is known to
be dependent on the density of the element. The GISSMO
can use the LCREGD parameter to regularize the mesh size
sensitivity in computational analysis. This helps in applying
a fracture model based on the fracture strain measured in
the local microregion of a specimen to evaluating the frac-
ture of large structures. In this study, the size of a specimen
for the fracture strain measurement and that of the projectile
for the warhead penetration test are different. Thus, a mesh
size-dependent regularization factor is essential. In this study,
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Fig. 6 Mesh size regularization

the results of mesh size-dependent regularization were intro-
duced to show the following regularization equation [38]:

r (x) � 1

ε f
ln

(a

x
+ b

)
, (4)

where r(x) is regularization factor, x is mesh size, and a and
b are fitting coefficients. For regularization, finite-element
analysis was performed on a uniaxial tensile specimen with
a mesh size of 0.1–3 mm. The reference fracture strain is the
fracture strain measured in the 0.1-mm region. As a result of
finite-element analysis, the regularization factor with respect
to the mesh size and the curve of Eq. (4) fitted with a �
0.0328 and b � 1.1934 are shown in Fig. 6. As the mesh
size increased, the regularization factor converged. Through
GISSMO, the fracture surface with respect to strain rate and
mesh size regularization were applied to identify the loading
path history and degree of damages in the projectile defor-
mation during penetration. When the damage accumulates
and reaches a threshold, element was deleted.

3 Target Properties

Analysis on concrete penetration requires precise modeling
of the property of concrete. The RHTmodel is widely used in
penetration analysis, but property calibration requires com-
plex and various types of tests. Due to these practical issues,
LS-DYNA supports automatic generation of material coeffi-
cients corresponding to an unconfined compressive strength
of 35–140 MPa through interpolation. However, according
to Cho et al. [39], the material coefficients calibrated from
the numerical results consistent with experimental data are
used for the accuracy of the analysis. Therefore, in this study,
a 155 mm smoothbore gun was utilized to conduct a vertical
penetration test of a projectile on a concrete target for accu-
rate target property calibration. After comparing the test data
with the results of computational analysis, the coefficients of
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Fig. 7 Schematic diagram of 155 mm gun test

Table 3 Result of 155 mm gun test

Penetrating
warhead

Impact
speed

Angle of
impact

Angle
of
attack

Penetration
depth

Diameter Weight

155 mm 47 kg 379m/s Perpendicular
(90°)

0° 680 mm

the RHTmodel that best simulate the penetration depth were
obtained.

3.1 Smoothbore Gun Test

In the smoothbore gun test, a propelling charge and a test
object are loaded into the smoothbore gun and fired to hit the
test object on a target. The vertical penetration test of a pro-
jectile on a concrete target was conducted using a 155-mm
smoothbore gun (Fig. 7). The smoothbore gun test equipment
can fire projectiles up to 47 kg, and has a maximum allow-
able pressure of 55,000 psi and a muzzle energy of up to
20 MJ. The test projectile was made of AISI4340 steel (155-
mm diameter and 47-kg weight). The target was set up by
stacking two layers of reinforced concretewith an unconfined
compressive strength of 5000 psi and dimensions of 3000 ×
3000× 600 mm3. The distance between the smoothbore gun
and target was about 19 m. To measure the impact speed and
impact posture of the test projectile, high-speed photography
was performed using a high-speed camera near the target.

The results of the smoothbore gun test are shown in Fig. 8
and Table 3. The impact velocity was 379 m/s, and the pro-
jectile hits the target of two slabs with the angle of attack
at 0°. The test projectile penetrated the first slab and then
stopped at the second, with a penetration depth of 680 mm.
After the test, the test projectile was recovered and examined.
No significant deformation or fracture was observed in the
test projectile.

3.2 Computational Analysis of Smoothbore Gun Test

Computational analysis was carried out to calibrate themate-
rial coefficient in the RHT model using the test results. The
RHTmodel considers the effects of pressure hardening, strain

Fig. 8 Result of 155 mm gun test

hardening, strain rate hardening, damage-induced soften-
ing, and shear strength reduction. The material coefficients
include coefficients defining the EOS, coefficients related
to the limit surface, strain rate-related coefficients, and dam-
age coefficients. Among these, strain rate-related coefficients
have been introduced as the concept of Dynamic Increase
Factor (DIF) derived from many experimental observations,
whose default value is expressed as a linear function on
the logarithmic scale of strain rate. To improve the simu-
lation accuracy of DIF related experiments, the European
CEB formula [40] and Malvar and Ross [41] have proposed
a bilinear form in which the slope sharply increases at a cer-
tain strain rate. Shin et al. [29] indicated that the default
value of the strain rate-related coefficient in the RHT model
may be underestimated in the range after a certain strain rate.
Therefore, in this study, strain rate-related coefficients were
calibrated to obtain the penetration depth close to the exper-
imental value.

In LS-DYNA, the strain rate-related coefficients in the
RHT model are represented by BETAC (βc) and BETAT
(β t ) [42], and the DIF equation is expressed by Eq. (5)

Fc/t
r (ε̇p) �

⎧
⎪⎨

⎪⎩

(
ε̇p

ε̇
c/t
0

)βc/t

ε̇p ≤ ε̇
c/t
p

γc/t
3
√

ε̇p ε̇p > ε̇
c/t
p

, (5)

where ε̇
c/t
p is 30 s−1, γ c/t is computed from a continuity

requirement, and the default values are βc � 0.032, β t �
0.036. In this study, we tried to calibrate βc and β t equally
for the simplicity of calibration, and DIF values according
to various βc and β t are represented in Fig. 9. As the βc
and β t value increases, the DIF value increases. The values
were calibrated to appropriate values through computational
analysis of the smoothbore test.

Finite-element analysis of the smoothbore gun test for var-
ious βc and β t values was carried out using the dynamic
structural analysis tool LS-DYNA v.971 R12 with an explicit
solver. Before performing finite-element analysis, finite-
element models of a target and test projectile were generated,
and half modeling using the symmetric boundary conditions
is adopted for the time efficiency of analysis. To improve the
accuracy of the analysis, the concrete target is modeled as a
mixture of FEM and SPH. The part where a large amount of
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Fig. 9 Dynamic increase factor with various βc/t values

Fig. 10 Numerical modeling of smoothbore gun test

deformation was expected from the impact with a test pro-
jectile was modeled as the SPH domain, and the surrounding
region was modeled with the FEM domain using hexahedral
elements. In addition, the rebar in the concrete was modeled
with hexahedral elements, and a mixture of constrained and
contact conditions was applied. Since the SPH technique is
sensitive to internode spacing, the SPHnode-to-node spacing
of the concrete target was fixed to 7 mm to secure converged
results with respect to the mesh size. Finite-element model-
ingwas carried out using a sufficiently large number of nodes
and elements, and the results are shown in Fig. 10.

As a boundary condition in the finite-element analysis for
the smoothbore gun test, contact conditions between the test
projectile and the target were set, as shown in Fig. 10. Fur-
thermore, contact conditions were set between the targets,
simulating the transmission of the shock wave. The rear part
of the target was constrained in the direction of the test pro-
jectile and the penetration speed of the test projectile was
set to 379 m/s. The material properties of the test projectile
were adopted from the constitutive equation of AISI 4340
steel obtained in Sect. 2, and the fracture condition was not
entered with reference to the test results. The concrete target
used the RHT model, and a default value corresponding to
an unconfined compressive strength of 5000 psi, except for
βc/t was set.

The results of finite-element analysis for various βc and βt

values are shown in Figs. 11 and 12, respectively. Figure 11
shows effective plastic strain after target penetration. The
distribution of plastic strain in the target and the depth of
penetration of the test projectile were different with respect
to the βc and βt values. It can be inferred that the DIF value
varies according to βc and βt , and the target resistance stress
differs accordingly. Figure 12 shows the penetration depth

Fig. 11 Simulation results of
smoothbore gun test with various
βc and βt values. a Default and
b 0.08
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for various βc/t . The penetration depth decreased as the βc/t

value increased, and the sensitivity according to βc/t was
significant. The test result was 680 mm as mentioned before,
and the βc/t value that best simulates this was 0.08. The
strain rate of an SPH node is in the order of thousands s−1,
and maximum value is about 10,000 s−1. Therefore, 0.08
was selected as the βc and βt value of the RHT model to
well represent the behavior of concrete at the strain rate up
to thousands s−1.

4 Warhead Survivability Assessment

To assess the structural survivability of the projectile through
correlated simulation, the dynamic constitutive equation and
dynamic fracture properties of the projectile material were
obtained. Additionally, the coefficients of material property
model for the target material were calibrated through the
smoothbore gun test. Using this, correlated simulation was
carried out on the concrete oblique impact sled test with
the projectile, as penetration test in [30]. By comparative
analysis with the test results, the usefulness of the proposed

Fig. 14 Numerical modeling of sled penetration test

computational analysis technique was confirmed. As shown
in Fig. 13, the test in [30] confirmed that a projectile with
a mass of 232 kg hit a concrete target with a compressive
strength of 5000 psi at a speed of 333 m/s and an inclination
angle of 30°. The projectile failed to penetrate the target and
was destroyed.

For the computational analysis of the penetration test in
[30], LS-DYNA v.971 R12 with an explicit solver was uti-
lized. Computational modeling was carried out as shown in
Fig. 14 as half model. To improve the accuracy of the anal-
ysis, the concrete target was modeled as a mixture of FEM
and SPH, and the rebar in the concrete was modeled with
hexahedral elements. The spacing between SPH nodes was
set to 7 mm, and 1.6 million SPH nodes and 78,000 hexahe-
dral elements were used. The boundary between SPH nodes
and FEM elements was determined as the area where no sig-
nificant plastic deformation occurred on concrete target. The
projectile was modeled using 38,000 nodes and 32,000 hex-
ahedral elements. The size of element in the projectile wall

Fig. 13 Penetration test in [30]
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Fig. 15 Simulation results of sled
penetration test

where fracture was predicted was selected as 3 mm from the
mesh size regularization result in Sect. 2.3.

As boundary conditions for the analysis, contact condi-
tions were applied between the projectile and target and
among the targets. The TIE conditions were applied on target
elements and rebar elements. The rear part of the target was
constrained in the direction of the projectile and the pen-
etration speed of the projectile was set to 333 m/s. Based
on the computational analysis application technique in Sect.
2.3, the constitutive equation and fracture model of the AISI
4340 steel obtained in Sect. 2was entered to the analysis. The
concrete target material model was the RHT model, with a
βc/t value of 0.08. Finite-element analysis was carried out
using 16 CPU cores on a workstation equipped with an Intel
Xeon CPU (24 cores, 3.0 GHz) and 192 GB memory. The
computation time was approximately 72 h.

The results of finite-element analysis for warhead struc-
tural survivability assessment are shown in Figs. 15 and 16.
Figure 15 shows the results of the analysis, showing the depth
and posture of the penetration warhead at 5 ms after target
penetration, and the degree of deformation including the pro-
jectile fracture. Results shows that the projectile failed to
penetrate the second layer after penetrating the first slab. It
was tilted down at about 15°, and the deformation concen-
tration occurred in the center wall of the projectile which
caused a fracture. According to the results of the Penetration
test [30], the penetratingwarheadpenetrated thefirst concrete
target slab but failed to penetrate the second slab. The projec-
tile fractured at the center wall of the projectile. Therefore,
it can be confirmed that the finite-element analysis results
have a good agreement with the test results. In addition, the
strain rate of an SPH node in this analysis was in the order
of thousands s−1, and maximum value was about 9000 s−1

which confirmed the used βc/t value was appropriate.

Figure 16 shows the distribution of the damage values of
the projectile in relation to warhead survivability over time
after the target impact. In Fig. 16b, bending caused by asym-
metric target resistanceoccurred as the projectile hit the target
obliquely, thereby creating damage to the center of the pro-
jectile. Figure 16c shows that the projectile has a reverse bend
and an increase in damage values as penetration continues.
Figure 16d shows that the increasing damage value reaches
1, and fracture occurs at the center wall of the projectile.

To identify the mechanism of projectile fracture during
penetration, the stress state of the fractured element of the
projectile is shown in Fig. 17. It illustrates stress triaxial-
ity and Lode angle parameters over time. The stress state
changed due to projectile deformation as the penetration pro-
gressed. At the beginning of penetration, tremors of the stress
state due to shock were observed. Then, up to about 2.2 ms,
the stress triaxiality was around − 1/3 and the Lode angle
parameter was around − 1 which shows compression state
due to bending. As the penetration progressed, the stress tri-
axiality was around 1/3 and the Lode angle parameter was
around 1 resulting in a tension state due to reverse bending
on the projectile. Then, the damage value increased and frac-
ture occured. Therefore, by assessing the projectile structural
survivability through this finite-element analysis, warhead
survivability in the penetration test can be predicted. In the
event of a fracture, the direction for improving the warhead
design can be confirmed through this loading path analy-
sis.

5 Conclusion

In this study, structural survivability assessment was carried
out through correlated simulation on the penetration of pro-
jectile in a concrete target of two slabs. The analysis was
verified by comparing it with test results. For correlated
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Fig. 16 Distribution of damage
on the projectile body after
impact time of: a 0; b 1.5; c 3.0;
and d 3.5 ms

Fig. 17 Stress states of the deleted element during penetration: a stress triaxiality and b Lode angle parameter

simulation, material property modeling that can express the
behavior of the projectile material under extreme load con-
ditions was carried out, and a fracture model with respect
to strain rate was constructed. To obtain accurate target
properties, penetration tests were conducted using 155 mm
smoothbore guns to obtain the coefficients of the concrete
material model that can best simulate the test results. Then, a
correlated simulation was carried out on the Penetration test
in [30] in which the projectile was damaged. Similar to the

test results, it was possible to verify the validity of the pro-
posed computational analysis technique by confirming that
the fracture during penetration of the penetration warhead
was well predicted.

By extending this study, it will be possible to assess struc-
tural survivability at various impact velocities and penetra-
tion variables in the future. It will require the implementation
of constitutive equations of materials and fracture models
that can take into account various variables. Moreover, accu-
rate calibration of target properties and the improvement of
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computational efficiency is necessary. The proposed tech-
niques forwarhead structural survivability assessmentwill be
applied to the warhead design process to reduce the number
of penetration tests conducted while optimizing its perfor-
mance.
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