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Abstract: A computationally efficient hybrid finite-volume/finite-difference method is proposed for the numerical solution of Saint- 

Venant equations in one-dimensional open channel flows. The method adopts a mass-conservative finite volume discretization for the 

continuity equation and a semi-implicit finite difference discretization for the dynamic-wave momentum equation. The spatial 

discretization of the convective flux term in the momentum equation employs an upwind scheme and the water-surface gradient term is 

discretized using three different schemes. The performance of the numerical method is investigated in terms of efficiency and accuracy 

using various examples, including steady flow over a bump, dam-break flow over wet and dry downstream channels, wetting and 

drying in a parabolic bowl, and dam-break floods in laboratory physical models. Numerical solutions from the hybrid method are 

compared with solutions from a finite volume method along with analytic solutions or experimental measurements. Comparisons 

demonstrates that the hybrid method is efficient, accurate, and robust in modeling various flow scenarios, including subcritical, 

supercritical, and transcritical flows. In this method, the QUICK scheme for the surface slope discretization is more accurate and less 

diffusive than the center difference and the weighted average schemes. 
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Introduction

 

Numerical modeling of overland flow and 

surface runoff, which is a major component of the 

water cycle, is of crucial importance in hydraulic and 

hydrologic engineering. For overland and open chan- 

nel flows, 1-D, 2-D, or coupled 1-D and 2-D depth- 

averaged shallow water flow equations are widely 

used for their simplicity and efficiency compared with 

the 3-D Navier-Stokes equations
[1, 2]

. Numerical solu- 

tions of the hyperbolic shallow water flow equations 

(also called Saint-Venant equations) are computatio- 

nally expensive and require a large computational 

effort. The challenges in numerical methods for the 

Saint-Venant equations include calculation of the 

numerical flux, treatment of source term, and simu- 

lating the wetting and drying processes
[3, 4]

. Simplified 

and computationally efficient models such as the kine- 

matic wave model
[5, 6]

, the diffusion wave model
[7, 8]

 

and the inertial wave model
[9,10]

 are often used in 

applicable flow conditions. These simplified models 
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differ in physical propagation mechanism, computa- 

tional complexity, and criteria of applicability
[11-14]

. 

The diffusion wave model and inertial wave 

model are good approximations to the dynamic wave 

model for flow with low Froude number
[15, 16]

. Both 

the dynamic wave model and inertial wave model are 

based on hyperbolic equations, whose explicit solu- 

tions need to satisfy the linear relationship (between 

the maximum time step and the mesh size) governed 

by the Courant-Friedrichs-Lewy (CFL) condition. The 

diffusion wave model represents parabolic equations, 

where the maximum time step size in explicit schemes 

decreases quadratically with mesh refinements. Neal 

et al.
[17]

 compared the performance of three 2-D 

explicit hydraulic models (dynamic, inertial, and 

diffusion models) in terms of efficiency and accuracy 

for flood inundation test cases. It was concluded that 

the diffusion wave model required the longest 

simulation times, while the inertial wave model 

required the shortest. The simpler models performed 

well in gradually varying flows, while the dynamic 

wave model is required to simulate super- critical 

flows accurately. 

The Godunov-type finite volume method
[18, 19]

 

and discontinuous Galerkin method
[20, 21]

 are suitable 

for numerical solutions of the Saint-Venant equations 
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due to their conservation behavior and suitability for 

the hyperbolic system of equations. Computational 

efficiency of numerical solutions for the dynamic 

wave model is of interest and importance in practical 

use. The local time-stepping method
[22]

, adaptive 

time-stepping method
[23]

 and implicit time-stepping 

method
[24]

 are proposed to increase run-time 

efficiency. 

In this work, an efficient and accurate hybrid 

semi-implicit finite-difference and finite-volume 

method (SIFD-FVM) is developed to numerically 

solve the Saint-Venant equations. The finite-volume 

method is applied to the continuity equation, which 

results in a mass-conservative scheme. The finite 

volume method for the momentum equation can be 

complicated by the integral terms of pressure force 

and lateral force
[25, 26]

 and flux calculation
[27, 28]

.  A 

simple form of the momentum equation is solved 

using the semi-implicit finite-difference method 

without momentum flux calculation in order to 

achieve higher computational efficiency. An upwind 

scheme is adopted for the discretization of the mo- 

mentum flux term, and three different schemes are 

adopted and compared for the discretization of the 

surface slope term. The performance of the proposed 

SIFD-FVM is investigated and evaluated in terms of 

run-time efficiency and numerical accuracy by com- 

paring with the finite-volume solution of Ying et al.
[29]

. 

Numerical tests show that the SIFD-FVM for the 

Saint-Venant equations is efficient and accurate in 

modeling different flow scenarios. The numerical tests 

include steady/transient flow, subcritical/supercritical/ 

transcritical flows, shock wave, depression wave, and 

wetting/drying in irregular channels during floods. 

 

 

1. Governing equations 

The one-dimensional Saint-Venant or shallow 

water flow equations, which include both continuity 

and momentum equations, are widely used to model 

open channel flow and overland runoff. The Saint- 

Venant equations can be written in conservation form 

as given by Eqs. (1) and (2), representing mass and 

momentum conservation, respectively
[30]

. The mo- 

mentum equation is derived with assumptions of 

uniform velocity over the cross section, negligible 

vertical acceleration, and mild slope.  The hydro- 

static pressure force 
1I , wall pressure force 

2I , bed 

slope 
oS , and friction slope fS  are defined in Eqs. 

(3) and (4). In these equations, A  is the cross section 

area, Q  is the flow rate, S  is the source/sink term 

such as rainfall, infiltration or evaporation, h  is the 

water depth, b  is the channel width, 
bz  is the 

channel bed elevation, R  is the hydraulic radius, and 

n  is the Manning’s roughness coefficient. 
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    The Saint-Venant equations form a system of 

hyperbolic conservation laws with eigenvalues and 

eigenvectors as given by Eqs. (5) and (6) respectively, 

where u  is the averaged cross-sectional velocity, c  

is the shallow water wave celerity, and B  is the 

channel width at the water surface. The momentum 

equation can be simplified following the Leibniz’s 

rule and can be written as Eq. (7). The water surface 

elevation is given by = ( + )bZ h z . 
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2. Numerical solution 

    The proposed SIFD-FVM method solves the 

continuity equation with the mass-conservative cell- 

centered finite volume method and solves the momen- 

tum equation with the semi-implicit finite difference 

method. The 1-D domain is discretized into Ne non- 

overlapping cells 
1/ 2 +1/ 2( , )i ix x

 of mesh size of 

+1/2 1/ 2=i i ix x x    with +1eN  edges (
1/ 2ix   

are the 

locations of cell edges). A sketch of the finite volume 

cells used is shown in Fig. 1. 

    Integrating the continuity equation over the 
thi  

cell with first-order approximation, and applying the 

Green’s theorem yields Eq. (8), where +1= N Nt t t   

is the time step size (superscripts N  and +1N  

denote current time step and next time step), and  
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Fig. 1 Computational domain and boundary conditions 

 

1/ 2iQ 
%  are the numerical fluxes at edges of the cell. 

The Harten-Lax-van Leer (HLL) approximate 

Riemann solver
[31]

 is used to calculate the numerical 

flux as shown in Eq. (9). The wave speeds ( , )L RS S  

are given by Fraccarollo and Toro
[32]

 and are shown in 

Eq. (10), where *u  and *c  are given by Eq. (11). 

To increase the computational efficiency, the wave 

speeds are estimated by average instead of the 

minimum or maximum functions as in Eq. (10), 

resulting in Eq. (12). Numerical results (shown later) 

prove that using the wave speeds calculated in Eq. (12) 

for the HLL solver are accurate and performs similar 

to Eqs. (10) and (11) but with higher computational 

efficiency. 
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For the discretization of the momentum equation, 

a procedure similar to the method of lines (MOL) used 

by Liskovets
[33]

 and Hamdi et al.
[34]

 is adopted. The 

MOL is regarded as a special finite difference method 

for solving partial differential equations by discreti- 

zing in all but one dimension and then integrating the 

semi-discrete system of ordinary equations. Usually, 

the spatial derivatives are discretized and the time 

variable are left continuous. Here, the temporal deri- 

vative in the momentum equations are discretized first 

with the semi-implicit scheme as shown in Eq. (13). 

The variables without superscripts are evaluated at 

time = Nt t . Note that the diffusion wave model is 

obtained by ignoring the two terms on the left hand 

side, while the inertial wave model is obtained by 

ignoring only the second term on the left hand side of 

Eq. (13). An explicit solution of the flowrate in the 

dynamic wave model is obtained by rearranging Eq. 

(13) as Eq. (14). 

 
2

2 +1+1

4 / 3
+ =

n nn n
i ii i

i

i i

Q

gn Q QAQ Q Z
gA

t x x R A

 
 

  
 

  
      

(13) 

 
2

+1

2

4/3

=

1+

n

i i
n

i n

i

i i

Q

A Z
Q t gA t

x xQ
gn Q t

R A

 
 

    
 

                          

(14) 

 

Next, the two spatial derivative terms (convec- 

tion flux term and surface slope term) in Eq. (14) are 

evaluated.  The momentum flux term is calculated 

using a simple upwind scheme as shown in Eq. (15), 

while the surface slope term is calculated using three 

different schemes. The weighted average water- 

surface gradient approach based on the Courant 

number and both upwind and downwind slopes
[29]

  

for the surface slope term is given by Eq. (16), where 

= 0k  when 0iQ   and 
1 0iQ   , and =1k  when 

0iQ   and 
+1 0iQ  . The other terms in Eq. (16) are 

defined in Eqs. (17) and (18). The center difference 

scheme and the quadratic upstream interpolation for 

convective kinematics (QUICK) scheme
[35]

 for the 

water surface slope are given by Eqs. (19) and (20), 

respectively. As explicit scheme is used in the 

SIFD-FVM, the time step size should meet the CFL 

stability requirement given by Eq. (21). 
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3. Dry bed treatment 

    For flow between wet cells and dry cells, a 

sufficiently small dry depth dryh  (e.g., 10
8

 m) is 

used to check the wetting front and improve numerical 

stability
[19, 36]

. If the water depth is less than dryh  in a 

cell, the flow rate is set to zero for that cell. This 

treatment of dry cell is mass conservative. Numerical 

tests show that dry depth value affects the time step 

size. Decreasing the specified dry depth will decrease 

the time step size required to satisfy the stability 

requirement
[19, 29]

. For flow over horizontal channels, 

a very small dry depth value can be used without 

restricting the time step, while for flow in channels 

with uneven beds, dry depth of the order of 10
4

 m is 

found to avoid the use of extremely small time step 

size. 

    For flow between a wet cell and a dry cell, the 

wave speeds in the HLL solver at the cell edge 

1/ 2i   for the dry bed to the right or left are given by 

Eq. (22) or (23), respectively
[31]

. 
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4. Boundary conditions 

The total number of boundary conditions requi- 

red for the numerical solution depends on the flow 

region and regime. At the inflow boundary, one 

condition (usually discharge) is needed for subcritical 

flow and two conditions (discharge and flow depth) 

are required for supercritical flow. For outflow boun- 

dary, one condition (usually flow depth) is needed for 

subcritical flow and none is required for supercritical 

flow. For subcritical flow, the boundary condition 

(discharge or flow depth) can be specified at the 

boundary cells. The ghost cell approach is used for 

supercritical and open flow boundary conditions
[29, 36]

. 

For supercritical inflow, two ghost cells are intro- 

duced in order to specify discharge and flow depth. 

For supercritical outflow or open outflow boundary, 

discharge and water level are extrapolated from 

adjacent interior cells. 

 

 

5. Evaluation and statistical metrics 

The performance of the SIFD-FVM is evaluated 

in term of accuracy and efficiency. The accuracy of 

the method is evaluated by comparing the numerical 

solutions against analytic solutions or available mea- 

sured data. The efficiency of the method is assessed 

by comparing with the upwind conservative finite- 

volume method (FVM) developed by Ying et al.
[29]

. 

The upwind conservative scheme by Ying et al.
[29]

 

uses the FVM to solve both continuity and momentum 
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equations with explicit time stepping scheme. The 

performance of the numerical methods is quantified 

using the Nash-Sutcliffe efficiency (NSE), percent 

bias (PBIAS), and ratio of the root mean square error 

to the standard deviation of measured data (RSR) as 

suggested by Moriasi et al.
[37]

. 

    The NSE indicates how well the simulation 

results versus observed/analytic data fits the line of 

unit slope and is calculated using Eq. (24), where 
obs

jY  is the 
thj  observation/analytic data, sim

jY  is 

the 
thj  simulated value at the same time/location, 

meanY  is the mean of the observation/analytic data, 

and 
dN  is the total number of observation/analytic 

data. The NSE index ranges between   and 1, with 

1 being the optimal value, and values less than 0 

indicate unacceptable performance and the mean 

observed value is a better predictor than simulation. 
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The PBAIS measures the average tendency of 

model underestimation (PBIAS>0)  or model overes- 

timation (PBIAS<0) , with optimal value of zero, and 

is evaluated using Eq. (25). RSR standardizes the root 

mean square error (RMSE) using the observation 

standard deviation. RSR ranges between 0 and +∞, 

with optimum value of 0, and is given by Eq. (26). 

Note that 2NSE=1 RSR . 
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    The speedup of CPU runtime using SIFD-FVM 

compared with FVM is evaluated as a ratio of the 

computer runtimes using FVM and SIFD-FVM. 

Uniform time steps were used in the following 

numerical tests for comparison purpose. Note that the 

time step sizes in following tests gave Courant 

number much less than unity. As the CPU timer had a 

resolution of 0.01 s, smaller time steps were used in 

the numerical tests to give longer CPU times in order 

to minimize time measurement errors. Both numerical 

solvers were run on an Ubuntu 12.04 desktop with 

3.60 GHz Intel i7 CPU. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 2 (Color online) Numerical and analytic solutions for 

steady subcritical flow over a bump 

 

 

6. Numerical tests 

    The performance of the proposed numerical 

method is validated through four numerical tests with 

different flow conditions. Test 1 represents steady 

flow over a bump for different scenarios, including 

subcritical flow, supercritical flow, and transcritical 

flow. Test 2 is an idealized dam-break flow with wet 

bed or dry bed downstream. Test 3 is a free surface 
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oscillation with moving shoreline in a parabolic bowl.  

Test 4 and 5 are experimental scale real world 

problems with irregular channel geometry. Numerical 

accuracy and speedup of the method are investigated 

in each of these tests. In the figures and tables, WA, 

CD, and QK represent discretization of water surface 

gradient term using weighted average, center 

difference, and QUICK schemes, respectively. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 3 (Color online) Numerical and analytic solutions for 

steady supercritical flow over a bump 

 

6.1 Test 1: Steady flow over a bump 

    The numerical scheme was used to simulate 

steady flows over a bump with three different flow 

regimes
[38]

. The frictionless rectangular channel was 

100 m wide and 25 m long with uneven channel bed. 

Mesh size of 0.1 m was used in all three scenarios 

(subcritical, supercritical, and transcritical). For the 

subcritical flow, the initial water surface elevation was 

0.5 m throughout the channel. Discharge of 18 m
3
/s at 

the upstream end and water surface elevation of 0.5 m 

at the downstream end were specified as boundary 

conditions. Time step size of 0.01 s was used. The 

simulated results of water surface elevation and flow 

rate are shown in Fig. 2 for both FVM and SIFD-FVM 

and compared with the analytic solutions. The water 

surface elevation is accurately predicted by both FVM 

and SIFD-FVM. The constant flow rate is better 

predicted by FVM than SIFD-FVM, as there are 

sudden changes of flow rate over the bump in the 

simulated result from SIFD-FVM. The predicted 

water surface elevations from SIFD-FVM are higher 

than analytic solution over the bump. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 4 (Color online) Numerical and analytic solutions for 

steady transcritical flow over a bump 

 

For the supercritical flow case, the initial water 

surface elevation was 2 m, and the inflow discharge of 

2 505.67 m
3
/s and surface elevation of 2 m were 

specified as boundary conditions at the upstream end 

of the channel. Time step size of 0.001 s was used.  

 

 



 

 

 

195 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Simulated and analytic results of water surface eleva- 

tion and flow rate are shown in Fig. 3. Water surface 

level and the constant discharge are well predicted by 

both FVM and SIFD-FVM. 

For the transcritical flow case, the initial water 

surface elevation was 0.33 m, and inflow discharge of 

18 m
3
/s at the upstream end and water surface eleva- 

tion of 0.33 m at the downstream end were specified 

as boundary conditions. The flow regime changed 

from subcritical flow to supercritical flow and back to 

subcritical flow with a hydraulic jump over the bump. 

Time step size of 0.01 s was used. Simulated results of 

water surface elevation and flow rate for the transcri- 

tical flow case are shown in Fig. 4. As in the subcri- 

tical case, the constant discharge was better simulated 

by FVM than SIFD-FVM. However, for the simulated 

surface elevation, the hydraulic jump was better 

captured by SIFD-FVM. 

    The numerical results show that both numerical 

methods are accurate and robust to simulate different 

flow regimes. The accuracy of different numerical 

methods is shown in Table 1 and the speedup using 

SIFD-FVM is presented in Table 2. The SIFD-FVM 

achieved speedup of 1.20-1.28 compared to FVM, 

which means that there is a reduction of run-time by 

17%-22%. The center difference scheme is fastest and 

the weighted average and the QUICK schemes require 

about the same runtimes. As expected, the FVM 

results in a better prediction for the flow rate than the 

hybrid SIFD-FVM. However, the solutions from 

SIFD-FVM were more accurate in predicting the 

water depth for the supercritical and transcritical cases. 

(Slightly higher NSE, lower PBIAS and lower RSR in 

Table 1). 
 

6.2 Test 2: Idealized dam-break flow with wet or dry 

beds downstream 

An idealized dam-break flood in a rectangular  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

channel was simulated for both wet bed and dry bed 

downstream. The channel was 1 000 m long and 100 m 

wide with horizontal and frictionless bed. A dam was 

located at the center of the channel ( = 500 m)x  and 

removed instantaneously. The initial water level was 

10 m upstream for both cases, and 2 m downstream 

for wet bed case. The total simulation time was 20 s 

with uniform time step size of 0.001 s, and the mesh 

resolution was 1 m for both cases. Simulated results of 

water depth and discharge are shown in Figs. 5, 6 for 

both wet and dry dam-break cases. Both numerical 

schemes are able to simulate the dam-break flow over 

wet and dry bed downstream. The shock wave in wet 

bed case and the wetting front in dry bed case are 

simulated accurately. For the depression wave moving 

upstream, FVM is less diffusive and performed better 

than SIFD-FVM. For the SIFD-FVM with different 

schemes for surface gradient, the center difference and 

QUICK schemes are similar and are less diffusive 

than the Courant number based weighted average. The 

center difference and QUICK schemes are also better 

in predicting the shock wave location in the wet bed 

case. 

The accuracy of the numerical results are pre- 

sented in Table 3. The speedup achieved using 

SIFD-FVM are 1.19-1.22 and 1.26-1.28 for the wet 

and dry cases, respectively (see Table 2). The nume- 

rical solutions from FVM were slightly better than 

SIFD-FVM. From Table 3, the FVM generally gave 

slightly higher NSE and smaller RSR in water depth 

prediction compared to SIFD-FVM. 

 
6.3 Test 3: Moving shoreline in a parabolic bowl 

The movement of an oscillating shoreline in a 

parabolic bowl was simulated and compared to the 

analytic solutions given by Thacker
[39]

 to test the 

robustness of the proposed numerical method in  

Table 1 Accuracy of numerical simulation in steady flow over a bump 
  Subcritical Supercritical Transcritical 

  NSE  PBIAS RSR NSE PBIAS RSR  NSE PBIAS RSR 

h  

FVM 1.000  0.050 0.008 0.992 0.008 0.090  0.962 0.716 0.196 

SIFD-FVM-WA 0.998  0.314 0.048 0.996 0 0.061  0.990 0.056 0.102 

SIFD-FVM-CD 0.998  0.314 0.047 0.998 0 0.047  0.996  0.197 0.060 

SIFD-FVM-QK 0.998  0.314 0.047 0.998 0 0.047  0.997  0.285 0.055 

Q  

FVM 1.000  0 0 1.000 0 0  1.000  0 0 

SIFD-FVM-WA 0 0.009 1.000 1.000 0 0 0.006 0.175 1.003 

SIFD-FVM-CD 0 0.009 1.000 1.000 0 0 0.008 0.191 1.004 

SIFD-FVM-QK 0 0.009 1.000 1.000 0 0 0.009 0.200 1.004 

 

Table 2 Speedup in numerical tests compared with FVM 

 Flow over bump Idealized dam-break 
Parabolic 

bowl 

Toce 

River 

Triangular 

bump 

 Subcritical Transcritical Supercritical Wet Dry    

SIFD-FVM-WA 1.20 1.22 1.22 1.20 1.27 1.27 1.21 1.18 

SIFD-FVM-CD 1.26 1.28 1.25 1.22 1.28 1.32 1.21 1.22 
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Fig. 5 (Color online) Numerical and analytic solutions for dam-break flow over wet bed 
 

 

 
 
 

Fig. 6 (Color online) Numerical and analytic solutions for dam-break flow over dry bed 

Table 3 Accuracy of numerical simulation in dam-break test 

  Wet Dry 

  NSE PBIAS RSR NSE PBIAS RSR 

h  

FVM 0.996 0.111 0.059 1.000   0.000 0.008 

SIFD-FVM-WA 0.995 0.111 0.071 1.000   0.000 0.014 

SIFD-FVM-CD 0.999 0.111 0.024 1.000  0.000 0.011 

SIFD-FVM-QK 0.993 0.111 0.026 1.000  0.000 0.011 

Q  

FVM 0.981  2.066 0.138 0.999   1.262 0.036 

SIFD-FVM-WA 0.974  2.758 0.162 0.997   1.049 0.051 

SIFD-FVM-CD 0.996 0.122 0.066 0.998  0.001 0.043 

SIFD-FVM-QK 0.995 0.212 0.071 0.998 0.069 0.043 
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modeling wetting and drying over non-uniform 

slope
[19, 40]

. The analytic solutions of water surface 

elevation and flow velocity in the rectangular channel 

with parabolic bed profile are given by Eqs. (27) and 

(28), respectively, in the region between the moving 

shoreline, which is given by Eq. (29). The parabolic 

bed profile and associated parameters are shown in 

Fig. 7 
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Fig. 7 Bed profile in the parabolic bowl test 
 

In the simulation, the following parameters were 

used: 
0 =10 mh , 

0 = 600 ml , and = 5 m/sB , resul- 

ting in an oscillation period = 269 sT . The parabolic 

bowl was assumed as a one-dimensional, frictionless 

channel with uniform width of 100 m, and the 

computational domain spans = [ 1000,1000]x   m 

with uniform mesh size of 1 m. The initial conditions 

for the water surface level and velocity are given by 

Eqs. (25) and (26), respectively. With uniform time 

step of 0.01 s, simulation of one period took 14.74 s 

for FVM, and took 11.15-11.67 s for SIFD-FVM, 

resulting in a speedup of 1.26-1.32 (Table 2). 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 8 (Color online) Numerical and analytic solutions of 

surface elevation in test 3 

 

Table 4 Accuracy of numerical simulation in parabolic bowl test 

  0.25T  0.50T  0.75T  T  

  PBIAS RSR PBIAS RSR PBIAS RSR PBIAS RSR 

h  

FVM 0.007 0.001 0.003 0.002   0.007 0.003  0.003 0.003 

S-F-WA 0.007 0.001 0.003 0.002   0.007 0.003  0.003 0.003 

S-F-CD 0.007 0.001 0.003 0.002  0.007 0.003 0.003 0.003 

S-F-QK 0.007 0.001 0.003 0.002  0.007 0.003 0.003 0.003 

Q  

FVM 0 0.003 100 1.266 0.011 0.004 100 1.149 

S-F-WA 0.002 0.005 100 1.338 0.018 0.006   100 1.338 

S-F-CD 0.001 0.005 100 1.343 0.019 0.006 100 1.259 

S-F-QK 0.001 0.005 100 1.343 0.019 0.006 100 1.259 
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Fig. 9 (Color online) Numerical and analytic solutions of flow 

rate for test 3 
 

The simulated water surface elevation and flow 

rate at four different times are presented in Figs. 8, 9. 

The FVM and SIFD-FVM are robust and accurate in 

modeling wetting and drying process in the parabolic 

bowl. Both methods give similar accuracy per- 

formance as shown in Table 4. Simulation results 

using FVM performed slightly better than SIFD-FVM 

in flowrate prediction. The three different schemes for 

surface gradient discretization in the SIFD-FVM have 

similar performance as shown in Table 4. 
 

6.4 Test 4: Toce River experimental test 

    The numerical method was used to simulate the 

Toce River experimental test presented by Soares- 

Frazao and Testa
[41]

. This real world problem was 

used to test the numerical method with irregular cross 

sections and non-uniform meshes. The physical model 

was developed at the ENEL-HYDRO laboratory in 

Italy and built to 1:100 scale of a reach of the Toce 

River Valley. Details of the modeling parameters and 

measurements were provided for numerical simulation 

of dam-break floods
[41, 42]

. 

The physical model covered an area of approxi- 

mately 50 m12 m with a rectangular tank located at 

the upstream. The computational domain with 62 

cross sections is shown in Fig. 10 with five gauge 

points (P1, P4, P19, P23, and P26). Figure 10 also 

shows the measured discharge from the upstream tank, 

which was used in the numerical simulations as a 

critical inflow boundary condition. The critical flow 

boundary condition was also applied at the river outlet. 

The river basin was initially dry. The Manning’s 

roughness coefficient was taken to be 0.0162 s/m
1/3

.  

Uniform time step size of 0.005 s was used in the 

numerical simulation. The CPU runtime for the FVM 

was 2.11 s, and 1.74-1.77 s for the SIFD-FVM, 

resulting in a speedup of 1.19-1.21. 

 

 

 

 

 

 

 

 

 

 
 

Fig. 10 Computational mesh and inflow discharge in Toce 

River test 
 

 

 

 

 

 

 

 

 

 
 

Fig. 11 (Color online) Comparison of simulated and measured 

hydrographs in Toce River test 
 

The computed and measured stage-time hydro- 

graphs at the five gauges are compared in Fig. 11. For 

the upstream gauges (P1 and P4), the simulated results 

from both FVM and SIFD-FVM are similar. For the 

other three downstream gauges, the flood arrival times 

are better predicted using FVM. Note that with center 

difference scheme for water surface gradient, there is 
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oscillation at location P26. The simulated and mea- 

sured maximum water level during the flood are 

compared in Fig. 12. Both methods produce similar 

prediction of maximum water level except at one 

downstream section (cross section 56, where the river 

has a sharp turn), where the predicted maximum 

elevation from the FVM is higher than measurement, 

while the predicted maximum elevations from the 

SIFD-FVM-CD (S-F-CD) and SIFD-FVM-WA (S-F- 

WA) are lower than measurement, the SIFD-FVM- 

QK (S-F-QK) is closest to measurement Accuracy of 

both numerical methods in predicting the hydrographs 

and maximum water level are presented in Table 5. 

Numerical results from the FVM are generally better 

than results from SIFD-FVM (smaller PBIAS and 

RSR) at locations P4, P19 and P23. At gauges P1 and 

P26, the SIFD-FVM performs better than the FVM. 

For maximum water elevation prediction, the 

SIFD-FVM-QK is better than other methods. 

 

 

 

 

 

 

 

 

 

 
 

Fig. 12 (Color online) Comparison of simulated and measured 

maximum water levels 
 

6.5 Test 5: Laboratory dam-break flow over a 

triangular bump 

The proposed numerical method is used to 

simulate a laboratory dam-break flow over a triangular 

bump proposed by the concerted action on dambreak 

modeling (CADMA) project. This case includes shock 

wave, wave interaction, and wetting/drying over 

irregular topography, and is an ideal test to validate 

the robustness of numerical models
[43, 44]

. The experi- 

mental set up of the channel is shown in Fig. 13. This 

rectangular channel is 38 m long, 0.75 m wide with a 

dam located 15.5 m from the upstream end filling a 

reservoir with a still water surface elevation of 0.75 m. 

A symmetric triangular bump (6 m long, 0.4 high) 

with normal and adverse slopes is installed at 13 m  

 

 

 

 

 

 

 

 

 

downstream of the dam. In this simulation, the 

channel downstream of the dam was initially dry. A 

solid wall no flow boundary condition was applied at 

the upstream end, while a free outflow boundary con- 

dition was applied at the downstream end. A uniform 

Manning’s roughness coefficient of 0.0125 s/m
1/3

 was 

used. Simulation was run for 90s after instant dam 

removal with mesh size of 5 cm and time step size of 

0.001 s. The CPU runtime for the FVM was 25.61 s, 

and 21.02-22.43 s for the SIFD-FVM, resulting in a 

speedup of 1.14-1.21. 

 

 

 

 

 

 

 

 
 

Fig. 13 Experimental set up of dam-break flow over a triangular 

bump 

 

Comparison between simulated and measured 

hydrographs at six different gauges (Gauge number 

denotes distance from the dam, e.g., G2 is 2 m 

downstream of the dam) are shown in Fig. 14 (For 

clear visualization, results from FVM are not shown). 

The simulated results using center difference and 

QUICK schemes for the surface slope agree well with 

the measured data in flood arriving times and water 

depths except for small difference at Gauge G20, 

where flow is complex after the bump and the 1-D 

assumption may not be suitable. For the simulated 

results with the weighted average discretization of 

surface slope (both SIFD-FVM and FVM), the 

predicted wave arrival times are earlier than 

measurement. Overall, the new method with center 

difference and QUICK schemes is able to accurately 

simulate the flood arrival times, wave interactions, 

and wet-dry transitions. 

 
6.6 Numerical stability and time-step size 

The effect of time-step size on stability for the 

four numerical tests is also investigated. The maxi- 

mum time-step allowed and corresponding Courant 

number (CFL) in these tests are listed in Table 6 for 

the FVM and SIFD-FVM. For both methods, the  

 

 

 

 

 

 

 

 

 

Table 5 Accuracy of numerical simulation in test 4 

 PBIAS RSR 

 FVM S-F-WA S-F-CD S-F-QK FVM S-F-WA S-F-CD S-F-QK 

P1  0.102  0.076  0.075  0.079 0.491 0.464 0.458 0.464 

P4 0.019 0.077 0.071 0.060 0.273 0.420 0.394 0.370 

P19  0.008 0.175 0.148 0.108 0.162 0.384 0.303 0.238 

P23 0.165 0.359 0.578 0.605 0.372 0.585 0.747 0.782 

P26  0.020 0.043 0.063 0.215 0.448 0.547 0.444 0.406 

Max Z  0.350  0.433  0.324  0.219 0.333 0.330 0.272 0.208 
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effect of time-step size on stability is case-dependent. 

Though the explicit scheme requires CFL less than 1, 

in some cases, the CFL can be larger than 1 as 

semi-implicit scheme is adopted. For the FVM, the 

CFL is generally less than 1, except for the supercri- 

tical flow over a bump and the idealized dam-break 

with wet bed downstream, where CFL of 1.41 and 

1.38 are used. For the idealized dam-break over wet 

bed downstream, both methods allow CFL >1. For 

the SIFD-FVM, CFL can be larger than 1 except in 

the supercritical flow over a bump (CFL = 0.51) , 

dam-break over dry bed (CFL = 0.58 - 0.62) , and 

Toce River test (CFL = 0.31- 0.43) . In the idealized 

dam-break test and the steady flow over a bump with 

supercritical flow, the maximum time-step sizes using 

FVM are larger than using SIFD-FVM. While for 

other cases, the SIFD-FVM can use larger time-step 

sizes. In practical applications, numerical methods 

that allow larger time-steps are preferred. From results 

in Table 6, the SIFD-FVM is slightly favored over the 

FVM, as the SIFD-FVM can have CFL >1 in more 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
cases then FVM. For the SIFD-FVM, the three 

different schemes require about the same maximum 

time steps, however, the QUICK scheme can use 

larger time steps in the wet bed dam-break and Toce 

River tests. 

 

 

7. Conclusion and discussion 

An efficient and mass-conservative hybrid finite- 

volume/finite-difference method is proposed for the 

numerical solution of the 1-D Saint-Venant equations 

in open channel flows. In this method, the continuity 

equation is discretized using the finite volume method 

with the HLL approximate Riemann solver, and the 

momentum equation is solved with a semi-implicit 

finite difference scheme. An upwind scheme is 

employed in the spatial discretization of the convec- 

tive momentum flux term and three schemes are tested 

for the water surface gradient discretization. The 

numerical method is demonstrated to be efficient, 

accurate, and robust in various tests. This method is 

able to simulate supercritical and transcritical flows, 

 

 

 

Fig. 14 (Color online) Simulated and measured hydrographs at different gauges for dam-break flow over triangular bump 

Table 6 Accuracy of numerical simulation in test 4 

  Flow over bump 
Idealized 

dam-break 

Parabolic 

bowl 

Toce 

River 

Triangular 

bump 

  Subcritical Transcritical Supercritical Wet Dry    

Max t /s 

FVM 0.024 0.024 0.009 0.104 0.044 0.062 0.025 0.002 

S-F-WA 0.040 0.034 0.003 0.079 0.032 0.081 0.054 0.008 

S-F-CD 0.042 0.032 0.003 0.078 0.032 0.008 0.054 0.008 

S-F-QK 0.040 0.034 0.003 0.086 0.034 0.081 0.075 0.009 

Max CFL 

FVM 0.620 0.770 1.410 1.380 0.880 0.930 0.120 0.230 

S-F-WA 1.040 1.030 0.510 1.030 0.580 1.210 0.310 0.900 

S-F-CD 1.090 0.970 0.510 1.020 0.580 1.200 0.310 0.900 

S-F-QK 1.040 1.030 0.510 1.120 0.620 1.210 0.430 0.960 
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whereas such flows cannot be simulated using 

simplified models such as the inertial wave model or 

the diffusive wave model
[38]

. Both SIFD-FVM and 

FVM results agree well with the analytic solutions or 

experimental measurement. NSE was close to the 

optimal value of one and RSR was close to the 

optimal value of zero for water depth in the first three 

idealized tests. As expected, the FVM solutions for 

the momentum equation were generally more accurate 

than the SIFD method in predicting the flow rates. For 

the Toce River test, both methods are considered 

satisfactory as NSE is greater than 0.75 and RSR is 

less than 0.60 in the simulated water surface elevation. 

The SIFD-FVM is 1.19-1.32 times faster than the 

FVM solver, which means that there is a 16%-24% 

reduction in runtime without much loss of accuracy in 

flow rate prediction. The SIFD-FVM is found to be 

more accurate and efficient with the QUICK scheme 

for the discretization of the water surface slope. The 

SIFD-FVM method is attractive and has practical 

benefit in real world applications where the users are 

more concerned about computational efficiency and 

more interested in water surface levels 

It is straightforward to extend the SIFD-FVM 

method for the 1-D Saint-Venant equations to 2-D 

structured meshes, as the finite difference method can 

be used for spatial discretization. The hybrid SIFM- 

FVM can also be used in combination with other 

efficient time-stepping schemes such as the local 

time-stepping scheme and the adaptive time-stepping 

scheme to further increase computational efficiency. 

The FVM solution to the continuity equation can be 

extended to high-order schemes in space with recon- 

struction of state variables or using the discontinuous 

Galerkin method. Additionally, the efficient SIFD- 

FVM method can be applied to other systems inclu- 

ding sediment or pollutant transportation, where the 

FVM is only applied to mass conservation equations, 

and the momentum equations are solved using the 

SIFD. 
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