
Vol:.(1234567890)

Automotive Innovation (2020) 3:88–100
https://doi.org/10.1007/s42154-020-00093-2

1 3

Robust Cooperative Control of Multiple Autonomous Vehicles 
for Platoon Formation Considering Parameter Uncertainties

Weichao Zhuang1   · Liwei Xu1 · Guodong Yin1

Received: 14 October 2019 / Accepted: 20 February 2020 / Published online: 12 March 2020 
© China Society of Automotive Engineers (China SAE) 2020

Abstract
This paper proposes a robust cooperative control strategy for multiple autonomous vehicles to achieve safe and efficient 
platoon formation, and it analyzes the effects of vehicle stability boundaries and parameter uncertainties. The cooperative 
vehicle control framework is composed of the upper planning level and lower tracking control level. In the planning level, the 
trajectory of each vehicle is generated by using the multi-objective flocking algorithm to form the platoon. The parameters of 
the flocking algorithm are optimized to prevent the vehicle speed and yaw rate from going beyond their limits. In the lower 
level, to realize the stable platoon formation, a lumped disturbance observer is designed to gain the stable-state reference, and 
a distributed robust model predictive controller is proposed to achieve the offset-free trajectory tracking while downsizing 
the effects of parameter uncertainties. The simulation results show the proposed cooperative control strategy can achieve 
safe and efficient platoon formation.

Keywords  Platoon formation · Robust model predictive controller · Multiple autonomous vehicles · Parameter uncertainty

1  Introduction

With the sustainable vehicle demand increasing, traffic con-
gestion has become a worldwide issue over the past decades 
[1]. Numerous techniques have been proposed to resolve 
this issue, such as connected and automated vehicle and 
intelligent transportation system. Among them, the vehi-
cle platooning, the organization of the vehicles drive at a 
harmonized speed, is recognized as one of the promising 
techniques to improve the driving safety and road capacity 
simultaneously [2, 3].

Most vehicle platoon researches focus on the system sta-
bility study to prevent the amplification of errors when prop-
agated downstream along the platoon. Researchers investi-
gate the platoon stability performance from multiple aspects, 
such as control strategies [4–6], information flow topology 
[7–9] and communication delay [10–12]. Compared to the 
platoon stability study, the platoon formation control may 
be more important, as the basis of the vehicle platoon. Due 
to the complicated traffic conditions and mostly conflicting 

vehicles, the platoon formation problem is not easy to solve. 
Some multi-agent control algorithms have been introduced 
to describe the relations between vehicles. The flocking is 
one of them [13], which accords with the Reynolds three 
laws [14].

In the last few years, there are several distributed flock-
ing control strategies proposed. In Ref. [15], the flocking 
algorithm was used to organize a stable vehicle platoon by 
executing the path generation and crash avoidance, etc. Liu 
proposed two distributed control protocols: one for lane-
following and another for braking, to achieve stable path 
following control with safe inter-vehicle spacing [16]. 
Although researchers have made a lot of efforts to achieve 
stable platoon formation, there are still some research gaps. 
First, most studies adopt the simple kinematic vehicle 
model. When the velocity is high or steering angles appear 
steep, the kinematic model cannot predict the vehicle motion 
anymore, which may cause vehicle instability. Thus, vehicle 
dynamics model is required. Second, the parameter uncer-
tainties, such as the tire cornering stiffness, may affect the 
procedure of the platoon formation. Hence, the robustness 
of the proposed controller should be considered.

The parameter uncertainties have been widely investigated 
in vehicle stability control studies. The tire cornering stiff-
ness is a typical uncertain parameter. It becomes nonlinear 
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when the vehicle is turning at high speeds. One method to 
capture the nonlinear feature is using the on-board sensors 
[17] or designing a parameter estimator [18]. However, it is 
difficult to obtain the accurate tire cornering stiffness in real 
time. Another approach is alleviating the influence of the 
parameter uncertainties by designing a robust controller. Du 
and Jin both used the H∞ method to reduce the parameters 
uncertainties of tire cornering stiffness, rotational inertia 
and vehicle mass [19, 20]. In addition, the robust control can 
achieve stable vehicle operation even when the perturbations 
are not modeled [21]. Even though the robust controller could 
achieve stable vehicle control with parameter uncertainties 
and disturbances, it may suffer some issues. In Ref. [19], the 
adopted actuator saturation function of H∞ control caused 
continuous control input increasing, which results in redun-
dant energy consumption and system oscillation.

Therefore, in this paper, a cooperative vehicle control 
framework is proposed to achieve safe and stable platoon 
formation, which is composed of the planning level and 
tracking level. In the planning level, the trajectory of each 
vehicle is planned by using the flocking algorithm; the lower 
level is responsible for tracking the derived trajectory using 
the robust model predictive control (RMPC). The main 
contributions of this paper are twofold. First, the vehicle 
dynamics constraints are introduced to the multi-vehicle for-
mation control problem by establishing the stability bounda-
ries. The flocking algorithm is used to generate the stable 
and trackable references for each vehicle. Second, a lumped 
disturbance observer is established to gain the stable-state 
reference target vector, and a novel offset-free RMPC is pro-
posed to achieve the accurate tracking performance while 
weakening the effects of the uncertainty of tire cornering 
stiffness and external disturbances.

The remainder of this paper is organized as follows: The 
multi-objective flocking algorithm is introduced in Sect. 2. 
Section 3 presents two vehicle models. The cooperative 
vehicle control framework is designed in Sect. 4 for the pla-
toon formation. Simulation results and discussion are pre-
sented in Sect. 5. Section 6 concludes this paper and presents 
future work.

2 � Fundamental of Flocking Algorithm

2.1 � Definitions and Lemmas

Lemma 1  (see [22]) Hypothesize M = MT , S , N and 
�(t) are real matrices with the suitable dimensions. The 
inequality

(1)M + S�(t)N + NT
�
T(t) ST < 0

holds for all �T(t)�(t) ≤ I if and only if there exists a posi-
tive real number � with such that

Lemma 2  (see [23]) Consider a discrete-time disturbance 
dynamic system described by the equations

in which x ∈ �� is the state of the system, y ∈ �� is the out-
put or measured variable, u ∈ �� is the input or manipulated 
variable, and d ∈ ��� is the state disturbance or model error. 
Based on the system, if the output disturbance model can be 
represented by the following augmented state-space model

where x̃k =
[
xk
dk

]
 , Ã =

[
A E

0 I

]
 , B̃ =

[
B

0

]
 , C̃ =

[
C 0

]
 , the 

augmented system ( ̃C , Ã ) is detectable if and only if ( C , A ) 
detectable and

2.2 � Flocking Algorithm for Multi‑agent System

For a group consisted by N  agents, the dynamic model of 
each agent can be written as

where qi , pi ∈ ℝ
m are the position and velocity vectors of 

agent i, respectively, and Ui ∈ ℝ
n is the control input of 

agent i. If its neighboring set can be expressed as

where ∥ ⋅ ∥� is a special norm, which is defined as

with the mapping ℝn
→ ℝ

+ and parameter 𝜀 > 0.
The multi-objective flocking algorithm for a group of 

agents forming a platoon is expressed by Eqs. (9) and (10) 
with navigational agents, whose states are 

(
q̂i, p̂i

)
.

where 

(2)M +𝜛SST +𝜛−1NTN < 0

(3)
xk+1 = Axk + Buk + Edk, k = 1, 2,…

yk = Cxk

(4)
x̃k+1 = Ãx̃k + B̃ũk

ỹk = C̃x̃k

(5)Rank

[
(I − A) −E

C 0

]
= n + sd

(6)
{

q̇i = ṗi
ṗi = Ui

i = 1, 2,… ,N

(7)Nt
i
=
{
j ∶∥ qi − qj∥𝜎 < r𝜎 , j = 1, 2,… ,N, j ≠ i

}

(8)∥ z∥� =
1

�

�√
1 + � ∥ z∥2 − 1

�

(9)Ui = f �
i
+ f r

i
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In Eq. (6), f �
i

 is used to regulate the position between agent 
i and its neighbors such that the collision between each other 
can be avoided and the cohesion is maintained in a group; f r

i
 

is responsible for navigational feedback; nij is a direction vec-
tor along agent i to agent j; ��(⋅) is the dual power which is 
derived from the interaction of molecules; �(⋅) is an uneven 
sigmoidal equation with parameters that satisfy 0 < Ga ≤ Gb 
and Gc =

��Ga − Gb
��∕
√
4GaGb ; �h(⋅) is a bump equation to 

construct the smooth potential equations with finite cut-offs; 
and aij(⋅) is the elements of adjacency matrix of agent group.

3 � Vehicle Modeling

3.1 � Partially Linear Kinematic Model

Suppose the vehicle is turned by front wheel steering struc-
ture and the slip angle � is small, the vehicle kinematic can 
be expressed by:

where (X, Y) is the global coordinates of mass center; v is 
the velocity; � is the heading angle; and � is the yaw rate. In 
system (11), if the [X, Y , �]T is the states of system, [v, �]T 
can be regarded as the input.

Since the system in flocking algorithm is modeled by 
point-mass as Eq. (6), it is indispensable to linearize the 
vehicle kinematic model (11) to design the flocking based 

(10a)f �
i
=

∑
j∈Nt

i

��

(
∥ qj − qi∥�

)
nij +

∑
j∈Nt

i

aij
(
pj − pi

)

(10b)
f r
i
= −cr

1

(
qi − q̂i

)
− cr

2

(
pi − p̂i

)
, cr

k
∈ R+, k = 1, 2

(10c)nij =
(
qj − qi

)/√
1 + � ∥ qj − qi∥

2

(10d)��(z) = �h(z∕r�)�(z − d�)

(10e)�(z) =
1

2

[(
Ga + Gb

)
�1(z + Gc) + (Ga − Gb)

]

(10f)�h(z) =

⎧
⎪⎨⎪⎩

1, z ∈
�
0,Gh

�
1

2

�
1 + cos

�
�

z−Gh

1−Gh

��
, z ∈

�
Gh, 1

�
0, otherwise

(10g)aij(q) = �h
(
∥ qj − qi∥�∕r�

)
∈ [0, 1], j ≠ i

(11)

⎧⎪⎨⎪⎩

Ẋ = v cos 𝜃

Ẏ = v sin 𝜃

𝜃̇ = 𝛾

controller. Here, the near-identity diffeomorphism is used to 
realize the linearization. In accordance with [24], the trans-
formation can be described as

where X̃ = [X, Y]T , R =

[
cos � − sin �

sin � cos �

]T
 , e1 = [1, 0]T , 

𝜆 = {𝜆|𝜆 ∈ ℝ, 0 < 𝜆 < 1}.
Substituting Eq. (12) into Eq. (11), a new partially linear 

system about kinematic model is obtainable as follows:

where S , W are the states of new system, corresponding to 
the X̃ and [v, �]T , � is the input of new system, e2 = [0, 1]T , 

R� =

[
cos � −� sin �

sin � � cos �

]T
 , �̂ =

[
0 −𝛾

𝛾 0

]T
 . Furthermore, the 

input derivatives of system (11) � can be expressed as

Then, if � = f̃ (𝜃, v, 𝛾 , 𝜂, 𝜆) , I = [v, �]T and T is interval, the 
yaw rate and longitudinal velocity of vehicular kinematic 
model at time k + 1 can be obtained by Eq. (15) using the 
Euler method.

where �1(k) , �2(k) are, respectively, the first and second ele-
ments of � at time k.

In Eq. (13), the first two terms, i.e., (S,W) , constitute a 
point-mass subsystem. By using the multi-objective flocking 
algorithm in Section II, the inputs of this subsystem, � , can 
be obtained. In addition, the inputs of the original kinematic 
model (11) can also be calculated by following Eqs. (14) and 
(15) to form a vehicle platoon.

3.2 � Vehicle Dynamic Model with Uncertain 
Disturbance

This paper focuses on the longitudinal and lateral vehicle 
dynamics. It is assumed that the road is flat, the tires do 
not have longitudinal slip, and the vehicle mass is allocated 
to four wheels evenly. The coordinates and symbols of the 

(12)S = X̃ + 𝜆
(
Re1

)

(13)

⎧
⎪⎪⎨⎪⎪⎩

Ṡ = W

Ẇ = �

Ṙ = R�̂

𝛾̇ = eT
2
u = eT

2
R−1
𝜆
� −

v𝛾

𝜆

(14)

� = R−1
�
� − R−1

�
R[��2, v�]T

= R−1
�
� +

[
��2

−v�

�

]

(15)
I(k + 1) = I(k) + Tf̃ (𝜃(k), v(k), 𝛾(k), 𝜂(k), 𝜆(k))

=

[
v(k)

𝛾(k)

]
+ T

[
𝜗1(k)

𝜗2(k)

]



91Robust Cooperative Control of Multiple Autonomous Vehicles for Platoon Formation Considering…

1 3

vehicle dynamic model are illustrated in Fig. 1, where (X, Y) 
are the global coordinates. CM is the vehicle barycenter; lt 
is the wheel tread; Fxi and Fyi are, respectively, the longitu-
dinal and lateral tire forces, where i = 1, 2, 3, 4 is the left-
front, left-rear, right-rear, and right-front wheels; lf and lr 
are the distances of front and rear axles to CM, respectively; 
� is front steering angle; � is the yaw rate; � is the tire slip 
angle; FX and FY are the longitudinal and lateral force of 
CM, respectively.

When the steering angle is small, the dynamics of the 
vehicle can be expressed by:

where FR is the longitudinal resistance; M and Iz are, respec-
tively, the vehicle mass and the moment of inertia; 

(16)

⎧⎪⎪⎨⎪⎪⎩

v̇x = vy𝛾 +
1

M
(FX − FR)

v̇y = −vx𝛾 +
1

M
FY

𝛾̇ =
1

Iz

�
Mzx +Mzy

�

(17a)FX =
(
Fx1 + Fx4

)
−
(
Fy1 + Fy4

)
� + Fx3 + Fx2

(17b)FY =
(
Fx1 + Fx4

)
� +

(
Fy1 + Fy4

)
+ Fy3 + Fy2

(17c)FR = Cav
2
x

(17d)Mzx =
lt

2

(
Fx4 − Fx1 +

(
Fy1 − Fy4

)
� + Fx3 − Fx2

)

(17e)Mzy = lf
((
Fx1 + Fx4

)
� + Fy1 + Fy4

)
− lr

(
Fy2 + Fy3

)

(17f)Fyf =
(
Fx1 + Fx4

)
� +

(
Fy1 + Fy4

)

(17g)Fyr = Fy2 + Fy3

In Eq. (17), Ca is the air resistance coefficient; and Mzx and 
Mzy are, respectively, the yawing moments generate by the 
longitudinal and lateral tire forces. If the tire slip angles are 
small, the lateral tire forces can be approximated as

where Cf and Cr are the cornering stiffness of front and rear 
tires, respectively.

� =
[
vx, vy, �k

]T  and U = [�,Fx1,Fx2, Fx3,Fx4]
T  are 

the state and inputs of vehicle system. If the refer-
ence state �̃k = [ṽx,k, ṽy,k, 𝛾̃k]

T and input Ũk = [𝛿k, F̃x1,k, 
F̃x2,k, F̃x3,k, F̃x4,k]

T at time k are given, the linear model of 
the vehicle dynamic system is as follows:

where �̄k = �k − �̃k ; Ūk = Uk − Ũk ; 

(17h)Fxf = Fx1 − Fy1� + Fx2

(17i)Fxr = Fx4 − Fy4� + Fx3

(18)

⎧
⎪⎨⎪⎩

Fym = Cf

�
� −

1

vx

�
�lf + vy

��
, m = 1, 4

Fyn =
Cr

vx

�
vy − �lr

�
, n = 2, 3

(19)�̄k+1 = Ak𝜉k + BkŪk

(20a)

Ak =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

a1 T

�
𝛾̃k +

2Cf𝛿k

Mṽx,k

�
T

�
ṽy,k +

2Cflf𝛿k

Mṽx,k

�

a2 1 −
2T

�
Cf − Cr

�
Mṽx,k

−ṽx,kT −
2T

�
Cflf + Crlr

�
Mṽx,k

a3
−2T

�
Cflf + Crlr

�
Ixvx,k

1 −
2T

�
Cfl

2

f
− Crl

2
r

�
Ixvx,k

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(20b)

Bk =

⎡⎢⎢⎢⎢⎢⎢⎣

2TCf

M

�
−2𝛿k +

ṽy,k + lf𝛾̃k

ṽx,k

�
T

M

T
�
2Cf + F̃x1,k + F̃x4,k

�
M

𝛿kT

M
Tlf

�
2Cf + F̃x1,k + F̃x4,k

�
Iz

−T
�
0.5lt − 𝛿klf

�
Iz

T

M

T

M

T

M

0 0
𝛿kT

M
−Tlt

2Iz

Tlt

2Iz

−T
�
0.5lt + 𝛿klf

�
Iz

⎤⎥⎥⎥⎥⎥⎦

(20c)a1 = 1 −
2TCf𝛿k

(
ṽy,k + lf𝛾̃k

)

Mṽ2
x,k

−
2TC̃aṽx,k

M

(20d)a2 = 𝛾̃kT −
2ṽy,kT

(
Cf + Cr

)
+ 2𝛾̃kT

(
Crlr − Cflf

)

Mṽ2
x,k

Fig. 1   Schematic diagram of vehicle dynamic model
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 In this paper, the reference state 𝜉k is known and can be offered 
by planning level, but the reference input Ũk is unknown. To 
acquire Ũk , the following optimization problem is given.

where f (�k,Uk) are the nonlinear expression of system (16); (
Umin,Umax

)
 and 

(
�min, �max

)
 are minimum and maximum 

constraints of the inputs and states; and Q1 and R1 are the 
weight coefficient matrices. In Eq. (21), if the Cf and Cr are 
constants, the reference input can be described as follows:

Nevertheless, when the lateral acceleration is high, the lat-
eral tire forces are no longer linearly proportional to the slip 
angles due to its saturation property as seen in Fig. 2. In 
addition, the tire cornering stiffness varies when its load 
changes. Thus, in order to eliminate the influence of tire 
lateral stiffness, the lateral tire forces are rewritten as

where �f,r is a time-varying parameter and bounded by 
||�f,r|| ≤ 1 ; ΔCf and ΔCr are, respectively, the maximal 

(20e)a3 =
2T

(
ṽy,k

(
Cflf + Crlr

)
+ 𝛾̃k

(
Cfl

2
f
+ Crl

2
r

))

Ixṽ
2
x,k

(21)min
�k ,Uk

J1 ∶
(
�̃k+1 − �k+1

)T
Q1

(
�̃k+1 − �̃k+1

)
+ UT

k
R1Uk

(22)S.t.

⎧
⎪⎨⎪⎩

�k+1 = f (�k,Uk)

�min ≤ �k ≤ �max

Umin ≤ Uk ≤ Umax

(23)Ũk = argminJ1(Uk)

(24)

⎧⎪⎨⎪⎩

Fym = (Cf + �fΔCf)

�
� −

1

vx

�
�lf + vy

��

Fyn =
(Cr + �rΔCr)

vx

�
vy − �lr

�

variations of front and rear tire coefficients stiffness. For 
simplification, if the left and right wheels are driving on 
roads under the same conditions, it is reasonable to assume 
that the road coherent coefficients are identical for both tires, 
i.e., �f = �r = � can be assumed. Substituting Eq. (24) into 
Eq. (19), the dynamic system is rewritten as

where dk = (Ũk − Uk) , Uk is the real reference input that 
consider ΔCf and ΔCr , 

(25)�̄k+1 = (Ak + ΔAk)�̄k + (Bk + ΔBk)Ūk + dk

(26a)

ΔAk = 2𝜆T

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

−
ΔCf𝛿k

�
ṽy,k + lf𝛾̃k

�

Mṽ2
x,k

−
ṽy,k

�
ΔCf + ΔCr

�
+ 𝛾̃k

�
ΔCrlr − ΔCflf

�

Mṽ2
x,k

ṽy,k
�
ΔCflf + ΔCrlr

�
+ 𝛾̃k

�
ΔCfl

2
f
+ ΔCrl

2
r

�

Ixṽ
2
x,k

ΔCf𝛿k

Mṽx,k

ΔCflf𝛿k

Mṽx,k

−

�
ΔCf − ΔCr

�
Mṽx,k

−

�
ΔCflf + ΔCrlr

�
Mṽx,k

−
�
ΔCflf + ΔCrlr

�
Ixvx,k

−

�
ΔCfl

2
f
− ΔCrl

2
r

�
Ixvx,k

⎤⎥⎥⎥⎥⎥⎥⎥⎦

= H𝛬N1

(26b)
ΔBk = 2𝜆T

⎡⎢⎢⎢⎢⎢⎢⎣

ΔCf

M

�
−2𝛿k +

ṽy,k + lf𝛾̃k

ṽx,k

�
0 0 0 0

ΔCf

M
0 0 0 0

lfΔCf

Iz
0 0 0 0

⎤⎥⎥⎥⎥⎥⎥⎦
= H𝛬N2

(26c)H =

⎡
⎢⎢⎣

1 0 0 0 0

0 1 0 1 0

0 0 1 0 1

⎤⎥⎥⎦

(26d)
N1 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−
ΔCf𝛿

�
ṽy + lf𝛾̃

�

Mṽ2
x

ΔCf𝛿

Mṽx

ΔCflf𝛿

Mṽx

−
ṽy
�
ΔCf + ΔCr

�

Mṽ2
x

−
ΔCf

Mṽx
−
ΔCflf

Mṽx
ṽy
�
ΔCflf + ΔCrlr

�

Ixṽ
2
x

−ΔCflf

Ixvx
−
ΔCfl

2
f

Ixvx

−
𝛾̃
�
ΔCrlr − ΔCflf

�
Mṽ2

x

ΔCr

Mṽx
−
ΔCrlr

Mṽx
𝛾̃
�
ΔCfl

2
f
+ ΔCrl

2
r

�
Ixṽ

2
x

−ΔCrlr

Ixvx

ΔCrl
2
r

Ixvx

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Fig. 2   Lateral tire force versus slip angle
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4 � Cooperative Vehicle Controller Design

This section develops the distributed vehicle platoon for-
mation controller for multiple homogeneous autonomous 
electric vehicles (EVs) based on the flocking algorithms 

(26e)N2 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

ΔCf

M

�
−2� +

vy + lf�

vx

�
0 0 0 0

0 −1 0 1 0
lfΔCf

Iz
0 1 0 −1

ΔCf

M
1 0 −1 0

0 0 −1 0 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

and RMPC control. The hierarchical control architecture is 
divided into two levels (see Fig. 3): planning level and track-
ing level. In planning level, the target projection method and 
peer-to-peer structure are adopted to achieve vehicle platoon 
formation in one lane, whose schematic diagram is shown 
in Fig. 4. To prevent instable vehicle operation, the vehicle 
stability boundaries are introduced and the flocking algo-
rithm is adopted to generate the feasible trajectory. In the 
lower tracking level, RMPC is employed to solve the track-
ing problem for each vehicle with cornering stiffness uncer-
tainty and external disturbance. To realize the offset-free 
tracking control, a lumped disturbance observer is designed 
to gain the steady state and input target vectors.

4.1 � Plan‑Level Controller

The stability boundaries are established firstly, which are related 
to two output parameters: yaw rate and longitudinal velocity.

4.1.1 � Stability Boundaries

(a)	 Yaw rate

In Eq. (16), the second term can be rewritten as

Since vy can be expressed as vy = vx tan � , the vehicle lateral 
acceleration can be described as follows:

To maintain vehicle lateral stability, the |||ay
||| cannot exceed 

the permissible later maximal acceleration �ag , where �a is 
the tire–road adhesion and g is the gravitational acceleration. 
If both of the � and 𝛽̇ are small, the maximum yaw rate can 
be expressed by following [25], which can be expressed as

therefore,

 

(b)	 Longitudinal velocity

It is reasonable that the wheels will not leave the ground 
if the vehicle does not accelerate or brake hard. Thus, the 

(27)ay = 𝛾vx + v̇y

(28)ay = 𝛾vx + tan 𝛽v̇x +
vx𝛽̇√

1 + tan2𝛽

(29)||�max
|| = 0.85

�ag

vx

(30)−�max ≤ � ≤ �max

Fig. 3   The whole control structure of single vehicle in homogeneous 
platoon formation

Fig. 4   The navigation target of each vehicle and structure information 
of peer-to-peer in vehicular platoon formation control
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maximum vehicle longitudinal acceleration should satisfy 
the following conditions [26]:

where h is height of CM. Then, the range of longitudinal 
velocity is obtained

where T is time interval and v(k) is the longitudinal velocity 
at the moment k.

4.1.2 � Optimization of Multi‑objective Flocking Algorithm

This section introduces the parameter optimization method 
for the flocking algorithm, which restricts the output of plan-
ning controller within the stability boundaries. 

(a)	 Optimized variables selection

According to the flocking algorithm in Eq. (9), there are four 
parameters, i.e., Ga , Gb , cr1 and cr

2
 , which may affect the group 

formation performance. Ga and Gb are related to the acting 
forces between agents, which prevent agents collision or 
driving away; while cr

1
 and cr

2
 affect the navigational forces; 

which encourage agents movement to the destinations.
It should be noticed that the position and velocity differ-

ences between agents and navigation targets (i.e., qi − q̂i , 
pi − p̂i ) will also affect the derived yaw rate and longitudinal 
velocity of each vehicle as shown in Eq. (10b). Thus, instead 
of using two max–min values to restrain cr

1
 and cr

2
 , this paper 

introduces two parametric diagonal matrices Pr
1
=

[
p11 0

0 p12

]
 

and Pr
2
=

[
p21 0

0 p22

]
 , where p11 , p12 , p21 and p22 are positive 

constants. Consequently, Eq. (10b) can be rewritten as

In summary, � =
[
Ga,Gb, p11, p12, p21, p22

]T is the optimal 
variable matrix. 

(b)	 Cost function formulation

The purpose of the flocking algorithm optimization is to 
limit the output of planning controller; thus, the objective 
of the optimization is

(31)−
glf

h
< ax <

glr

h

(32)v(k) −
glfT

h
< vx < v(k) +

glrT

h

(33)f r
i
= −Pr

1

(
qi − q̂i

)
−P

r
2

(
pi − p̂i

)

(34)J1 ∶

Nt∑
t=1

(
P1

‖‖vx − Vk
‖‖22 + Q2

‖‖� − �max
‖‖22
)

where P1 and Q2 are weight coefficients, Nt is the iterations at 
the time t, and Vk is the maximum of velocity at this moment 
and can be represented by the following equation:

For the optimization problem Eq. (34), the controller out-
puts could achieve the platoon formation while meeting 
the trackability requirement if they conform to the stability 
boundaries. However, it may take longer time to complete 
the formation if the outputs are small. Thus, in Eq. (34), the 
maximum longitudinal speed and yaw rate are adopted to 
make a tradeoff between the control performance and forma-
tion efficiency.

Therefore, the optimization problem is formulated as fol-
lows and solved using genetic algorithm: 

where Ga,min , Ga,max , Gb,min , Gb,max , pij,min , pij,max , i, j = 1, 2 
are, respectively, the maximum and minimum values of the 
optimized variables.

The diagram of the whole optimization process is shown 
in Fig. 5, where the parameter optimization of the flocking 
algorithm is carried out at every system interval.

4.2 � Tracking‑Level Controller

This subsection will present the lower tracking-level con-
troller, whose architecture is shown in Fig. 6. The lumped 
disturbance observer and quadratic programming (QP) are 
adopted firstly to obtain the system steady state and input 
target. The RMPC is then used to achieve offset-free tracking 
of the derived system targets.

(35)Vk =

⎧
⎪⎨⎪⎩

v(k) +
glfT

h
, ax > 0

v(k) −
glfT

h
, ax ≤ 0

(36a)min
�

J1

(36b)S.t. v(k) −
glfT

h
< vx < v(k) +

glrT

h

(36c)− �max ≤ � ≤ �max

(36d)Ga,min ≤ Ga ≤ Ga,max

(36e)Gb,min ≤ Gb ≤ Gb,max

(36f)pij,min ≤ pij ≤ pij,max, i, j = 1, 2
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4.2.1 � Disturbance Observer

The vehicle dynamic model in Eq. (25) can be rewritten as

(37)
{

�̄k+1 = Ak�̄k + BkŪk + Ed̄k
�k = C�̄k

where C and E both are three-order identity matrices, �k is 
the output, and d̄k is the lumped disturbance that incorporate 
dk and system uncertainty ΔA and ΔB in Eq. (25). According 
to [23], the state disturbance of system (37) can be repre-
sented by the following augmented system

where � =

[
�

d

]
 , Aobs =

[
Āk E

0 I

]
 , Bobs =

[
B̄k

0

]
 , and 

Cobs =
[
C 0

]
 . Then, the augmented observer can be 

described as

where the symbol “ ̂ ” indicates the estimate, and L is the 
observer gains. For the observer (39), its asymptotic stability 
condition in Lyapunov’s significance can be obtained by the 
following theorem.

Theorem 1  The system (39) for the lumped disturbance 
observer is asymptotic stability with a decay rate 𝜆e < 0 if 
there exist two matrices Ke and Ge , and a positive definite 
matrix Pe, such that the following LMI problem is feasible:

where the symbol “*” denotes the symmetric elements in a 
symmetric matrix. Then, the observer gains can be deter-
mined by

Proof  By defining the estimation error �̃ k = � k − �̂ k , then 
the following observer error dynamic model can be gained

For Eq. (42), its Lyapunov function can be expressed as

For the discrete system, to maintain stability, the following 
condition must be satisfied

Substituting Eq. (43) into Eq. (44), we can get

(38)
{

� k+1 = Aobs� k + BobsŨk

�k = Cobs�̂ k

(39)
{

�̂ k+1 = Aobs�̂ k + BobsŨk + L
(
�̂k − �k

)
�̂k = Cobs�̂ k

(40)
[
−Pe − 𝜆eI AT

obs
GT

e
+ CT

obs
KT

e

∗ Pe − Ge − GT
e

]
< 0,

(41)L = G−1
e
Ke

(42)�̃ k+1 =
[
Aobs LCobs

]
�̃ k

(43)Ve(k) = �̃
T

k
Pe�̃ k

(44)Ve(k + 1) − Ve(k) < 𝛼, 𝛼 < 0

(45)�̃
T

k+1
Pe�̃ k+1 − �̃

T

k
Pe�̃ k < �̃

T

k

𝛼

‖‖�̃ k
‖‖22

�̃ k

Fig. 5   The flow diagram of parameter optimization

Fig. 6   The architecture of tracking control subsystem
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where ‖.‖2 is the 2-norm of vector. Let 𝛼

‖‖�̃ k
‖‖
= 𝜆e , 𝜆e < 0 

and substituting Eq. (42) into Eq. (45), the following expres-
sion can be acquired

By multiplying 
[
I 0

0 Ge

]
 and its transpose from both sides of 

Eq. (46) and applying the Schur complement with the fol-
lowing inequality:

If Ke = GeL , the inequality (46) can be rewritten as

When the LMI (40) is feasible, the L can be obtained by

The proof is thus completed.

4.2.2 � Offset‑Free RMPC

In order to achieve the offset-free tracking performance, the 
desired targets of system states and control inputs in the steady 
state are obtained by using QP method. That is, the steady 
state and input target vectors, �t and Ut , of system (37), can be 
determined by solving the following QP problem:

where ΔUk is the increment of desired input; d̂k is the 
current estimate of the integrating disturbance signal dk ; 
(Umin,Umax) and (ΔUmin,ΔUmax) are the input-increment/
input constraints, respectively, and Qt and Rt are the weight 
coefficient matrices. When the ΔUk is gained, the steady-
state input can be represented as

Substituting 
(
�t,Ut

)
 and Eq. (25) into Eq. (20), we can obtain 

the following expressions

(46)
[
−Pe − 𝜆eI AT

obs
+ CT

obs
LT

∗ −Pe
−1

]
< 0

−GT
e
X−1Ge ≤ X − GT

e
− Ge,

[
−Pe − 𝜆eI AT

obs
GT

e
+ CT

obs
KT

e

∗ Pe − Ge − GT
e

]
< 0

L = G−1
e
Ke

(47)min
�t ,ΔU

[(
�t − �̃k+1

)T
Qt

(
�t − �̃k+1

)
+ ΔUT

k
RtΔUk

]

(48)S.t.

⎧
⎪⎨⎪⎩

�t = Āk�̄k + B̄k(ΔUk + Ũk) + Ed̂k
Umin ≤ ΔUk + Ũ ≤ Umax

ΔUmin ≤ ΔUk ≤ ΔUmax

(49)Ut = ΔU + Ũk

(50)� k+1 =
(
Āk + ΔAk

)
� k +

(
B̄k + ΔBk

)
�k

where � k = �k − �t and �k = Uk − Ut.

Theorem 2  Consider the system (50) with the uncertain-
ties, ΔAk and ΔBk, if there exist positive definite matrix Pr, 
matrices Gr , Fr , Zr , positive scalars � , and � , such that the 
following matrix inequalities are feasible:

and the following optimization problem can be resolved

S.t. LMIs. (51), (52) and (53).

Then, the feedback control law Uk = FrG
−1� k + Ut at 

every sampling time can ensure the stability of the closed-
loop system while satisfying the input constraints.

Proof  Hypothesizing Vr(k) and J∞
r

 are, the Lyapunov func-
tion and cost function in infinite horizon of model predictive 
control for system (50),

where Wr is a positive definite matrix and Qr and Rr are 
the weight coefficient matrices. To ensure the stability of 
discrete system, the Lyapunov function in the prediction 
horizon of k time should satisfy

(51)

⎡
⎢⎢⎢⎢⎢⎢⎣

−(Gr+G
T
r
− Pr) FT

r
R

�
ĀkGr + B̄kFr

�T
∗ −𝜏Rr 0

∗ ∗ −Pr

∗ ∗ ∗

∗ ∗ ∗

∗ ∗ ∗

GT
r
QT

r

�
N1Gr + N2Fr

�T
0

0 0 0

0 0 𝜀H

−𝜏Qr 0 0

∗ −𝜀I 0

∗ ∗ −𝜀I

⎤⎥⎥⎥⎥⎥⎥⎦

≤ 0

(52)
[
Zr Fr

∗ Gr + GT
r
− Pr

]
≥ 0, Zk ≤ u2

t,max

(53)
[
−1 � k

T

∗ −Pr

]
≤ 0

(54)min
�,Gr,Fr,Pr

�

(55)Vr(k) = �T
r
(k)Wr� r(k)

(56)
J∞
r
(k) =

∞∑
i=1

(�T
r
(k + i|k)Qr� r(k + i|k)

+ �T
r
(k + i|k)Rr�r(k + i|k))
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If the inequality (57) can be transformed to

then by summing both sides of Eq. (58) from i = 0 to i = ∞ , 
we have

For system (50), if �r(∞|k) → 0 , Vr(∞|k) = 0 for stability 
purpose. Then, Eq. (59) can be rewritten as

From inequali ty (60),  i t  can be seen that 
sup

(
J∞
r
(k)

)
= Vr(k|k) . Furthermore, since Vr(k) conform to 

Eq. (57), Vr(k) can be regarded as positively invariant set 
(PIS), which can be re-expressed by the ellipsoid as

According to Eqs. (60) and (61), it can be concluded that

S.t. Eqs. (58) and (61).
On the basis of the above discussion, in the following, the 

inequalities (58) and (61) can be guaranteed by LMIs (51) 
and (53), respectively.

Using the Schur complement, LMI (51) can be written by 
Eq. (63). Based on Lemma 1, the inequality (63) guarantees 
that the inequality (64) holds for all � satisfying �T� ≤ I.
Inequality (64) can also be written as

(57)Vr(k + i + 1|k) − Vr(k + i|k) ≤ 0, i ∈ �
+

(58)

Vr(k + i + 1|k) − Vr(k + i|k)
≤ −�T

r
(k + i|k) Qr� r(k + i|k)

− �T
r
(k + i|k) Rr�r(k + i|k)

,

(59)J∞
r
(k) ≤ Vr(k|k) − Vr(∞|k)

(60)J∞
r
(k) ≤ Vr(k|k)

(61)Vr(k) ∶=
{
�T

r
(k)Wr� r(k) ≤ �

}
, � ∈ �

+

(62)min
(
J∞
r
(k)

)
⇒ min (�)

(63)

⎡⎢⎢⎢⎢⎣

−
�
Gr + GT

r
− Pr

�
FT
r
RT
r

�
ĀkGr + B̄kFr

�T
GT

r
QT

r

∗ −𝜏Rr 0 0

∗ ∗ −Pr 0

∗ ∗ ∗ 0

⎤⎥⎥⎥⎥⎦

+ 𝜀−1

⎡⎢⎢⎢⎢⎣

�
N1Gr + N2Fr

�T
0

0

0

⎤⎥⎥⎥⎥⎦

�
N1Gr + N2Fr 0 0 0

�

+ 𝜀

⎡
⎢⎢⎢⎣

0

0

H

0

⎤
⎥⎥⎥⎦

�
0 0 HT

0
�
≤ 0

M u l t i p ly i n g  diag
{
G−1

r
, I, I, I

}
 a n d  i t s  t r a n s -

pose from both sides of (65), denote FrG
−1
r

 by Kr , 
Ak = Āk +H�N1 , Bk = B̄k +H�N2 , and use the inequal-
ity X − GT − G ≥ −GTX−1G , then

In addition, multiplying diag
�√

�,
√
�
−1
,
√
�
−1
,
√
�
−1
�

 and 
its transpose from both sides of (66), denote P−1

r
 by W−1

r
� , 

the inequality (67) can be rewritten as

Then, by using the Schur complement, the inequality (67) 
can be expressed as

(64)

⎡
⎢⎢⎢⎢⎣

−
�
Gr + GT

r
− Pr

�
FT
r
RT
r

�
ĀkGr + B̄kFr

�T
GT

r
QT

r

∗ −𝜏Rr 0 0

∗ ∗ −Pr 0

∗ ∗ ∗ −𝜏Qr

⎤
⎥⎥⎥⎥⎦

+

⎡
⎢⎢⎢⎢⎣

�
N1Gr + N2Fr

�T
0

0

0

⎤
⎥⎥⎥⎥⎦
�T

�
0 0 HT

0
�

+

⎡⎢⎢⎢⎣

0

0

H

0

⎤
⎥⎥⎥⎦
�
�
N1Gr + N2Fr 0 0 0

�
≤ 0

(65)

⎡
⎢⎢⎢⎣

−
�
Gr + GT

r
− Pr

�
FT
r
RT
r

∗ −𝜏Rr

∗ ∗

∗ ∗

FT
r

�
B̄ +H�N2

�T
+ GT

r

�
Ā +H�N1

�T
GT

r
QT

r

0 0

−Pr 0

∗ −𝜏Qr

⎤⎥⎥⎥⎥⎦
≤ 0

(66)

⎡⎢⎢⎢⎢⎣

−P−1
r

KT
r
Rr

�
Ak + BkKr

�T
QT

r

∗ −�Rr 0 0

∗ ∗ −Pr 0

∗ ∗ ∗ −�Qr

⎤
⎥⎥⎥⎥⎦
≤ 0

(67)

⎡⎢⎢⎢⎢⎣

−Wr K
T
r
Rr

�
Ak + BkKk

�T
QT

r

∗ −Rr 0 0

∗ ∗ −W−1
r

0

∗ ∗ ∗ −Qr

⎤
⎥⎥⎥⎥⎦
< 0



98	 W. Zhuang et al.

1 3

By multiplying �(k + i|k) and its transpose from both sides 
of (68), respectively, Eqs. (50) and (55), inequality (58) can 
be gained.

By using the Schur complement and substituting P−1
r

 with 
W−1

r
� , inequality (61) can also be guaranteed by LMI (53), 

while LMI (52) ensures the input constraint. The proof is 
thus accomplished. 

5 � Simulation and Results

In this section, a simulation is conducted, in which three 
identical autonomous vehicles in the adjacent lanes achieve 
stable platoon formation by using the proposed controllers 
considering the uncertainty of tire cornering stiffness. Each 
vehicle could communicate with each other without delay by 
using vehicle-to-vehicle communication module. The maxi-
mal variation of cornering stiffness for both front and rear 
tires is 40% of its normal value. An eight-DOF nonlinear 
vehicle model is employed in this simulation, whose main 
parameters are listed in Table 1.

Initially, three vehicles are driven in two adjacent lanes 
under different speeds and then controlled to form a platoon 
in another anticipant lane with desired velocity and inter-
vehicle distances without collision. The simulation results 
are shown in Figs. 7, 8, 9, 10, 11, 12 and 13, where Veh 
means vehicle, Ref indicates reference value, and Re refers 
to real value.

Figures 7 and 8 show the trajectory and yaw angle for 
each vehicle during the platoon formation. The distances 
between adjacent vehicles are longer than 4 m all the way 
and converge to 10 m at the end. In addition, the yaw angle 

(68)
(
Ak + BkKr

)T
Wr

(
Ak + BkKr

)
−Wr + Qr

+ KT
r
RrKr ≤ 0

of each vehicle all drops to zero at the end. In Figs. 9 and 
10, the variations of longitudinal velocity and yaw rate for 
each vehicle are plotted with values from the real vehicle 
and the references generated by planning level. It can be 

Table 1   The parameters for the 
vehicles

Parameter Value

M 1723 kg
I
z 4175 kg·m2

lf , lr 1.4 m, 1.6 m
lt 1.54 m
� , �d 0.1, 0.018
g 9.8 N/s2

� 1.206 N ⋅ s2 ⋅m−4

Sd 1.8 m2

�
a

0.8
Cf 52,700 N/rad
Cr 66,900 N/rad

Fig. 7   Motion trails of three vehicles

Fig. 8   Yaw angle of three vehicles

Fig. 9   Longitudinal speed of three vehicles
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observed that both trajectory and yaw rate tracking errors 
are insignificant when using the proposed RMPC controller.

Figures 11, 12 and 13 show the trajectories of yaw rate 
with respect to longitudinal velocity for each vehicle, where 
the red lines are the stability boundaries. As seen, the lon-
gitudinal velocity and yaw rate of each vehicle converge to 
20 m/s and zeros at the time 6 s. In addition, the yaw rate of 
each vehicle does not exceed its stability boundary; thus, no 
sideslip occurs and the safe driving can be guaranteed during 
the platoon formation.

6 � Conclusion

This paper proposes a distributed robust multi-vehicle con-
trol system to achieve safe and stable platoon formation, 
and it analyzes and optimizes the vehicle dynamics and the 
uncertainty of tire cornering stiffness. The hierarchical con-
trol framework is divided into two levels, i.e., planning level 
and tracking level. In the higher planning level, the vehicle 
dynamics is involved into the flocking algorithm by intro-
ducing the stability boundary. By optimizing the key param-
eters in flocking algorithm to satisfy the stability require-
ment, the references for the lower level, i.e., vehicle yaw 
rate and longitudinal velocity, are generated. For the lower 
tracking level, a lumped disturbance observer is designed 
and RMPC presented to achieve offset-free tracking control. 
Finally, simulations are conducted to evaluate the vehicle 
stability and tracking accuracy of the proposed controllers.

Although the vehicle stability in platoon formation has 
been guaranteed, there still remain some open questions, 

Fig. 10   Yaw rates of three vehicles

Fig. 11   The stability of longitudinal speed versus yaw rate of vehicle 
A

Fig. 12   The stability of longitudinal speed versus yaw rate of vehicle 
B

Fig. 13   The stability of longitudinal speed versus yaw rate of vehicle 
C
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specifically, two burning problems: first, it will be challeng-
ing to ensure stable, efficient and comfortable formation 
simultaneously. Second, the real-time implementation of 
the proposed control strategy is another challenge. To solve 
these, it is aimed to integrate the vehicle dynamics model 
into flocking algorithm directly to reduce the computation 
efforts in future work.
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