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Abstract
This study aims to assess the impact of claims on construction project performance and evaluate the effectiveness of change 
management strategies. Using a quantitative approach, data was collected via a detailed questionnaire distributed to indus-
try professionals, including consultants, contractors, project managers, and owners. The data was rigorously cleaned and 
analyzed using the Light GBM model optimized with the Locust Swarm Algorithm. Key findings reveal that delay claims 
increase project timelines by 20% and costs by 15%. Effective change management strategies significantly mitigate these 
impacts, with structured frameworks improving accuracy by 25%, precision by 20%, recall by 22%, and F1 scores by 23%. 
The optimized machine learning model showed a 15% improvement in accuracy and a 12% improvement in precision over 
non-optimized models. This study contributes to construction management by highlighting the critical role of robust change 
management in mitigating claim impacts and enhancing project performance. It also demonstrates the transformative potential 
of AI and ML in civil engineering, facilitating data-driven decision-making, optimizing resource allocation, and improving 
overall project outcomes.
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Introduction

Construction management is pivotal in orchestrating the 
myriads of tasks involved in planning, coordinating, and 
overseeing construction projects. As the complexity and 
scale of these projects continue to grow, the application 
of Artificial Intelligence (AI) and Machine Learning (ML) 
in civil engineering emerges as a transformative force. AI 
and ML technologies facilitate unprecedented improve-
ments in efficiency, accuracy, and predictive capabilities 
within construction management (Shihadeh et al., 2024; 
almahameed & Bisharah, 2024; Arabiat et al., 2023; Kaveh 
et al., 2021; Kaveh & Vazirinia, 2019; Kaveh et al., 2018). 
Civil engineers can optimize resource allocation, enhance 
safety protocols, predict project outcomes, and streamline 
decision-making processes by harnessing these advanced 
tools. This integration addresses contemporary challenges 
and propels the construction industry toward a future of 
innovation and excellence.

The construction industry has recently seen a nota-
ble shift towards utilizing machine learning techniques 
to enhance project performance and outcomes. Several 
studies have highlighted the potential of machine learn-
ing in improving various aspects of construction pro-
jects, including planning, forecasting, risk management, 
and cost estimation. For example, Keser and Tokdemir 
(2023) emphasizes the role of machine learning in enhanc-
ing construction planning and scheduling by providing 
more accurate insights into project progress and forecast-
ing (Keser and Tokdemir 2023). Similarly, Golabchi and 
Hammad (2023) demonstrate the suitability of state-of-
the-art machine learning techniques for developing pre-
dictive models to forecast labor resource requirements in 
construction projects, aiding project managers in labor 
estimations (Golabchi & Hammad, 2023).

Furthermore, the application of artificial intelligence 
(AI) and machine learning in construction project planning 
has been underscored by (Victor, 2023), who highlights 
how these technologies can significantly improve project 
performance (Victor, 2023). This aligns with the findings 
of (Uddin et al., 2022), who stress the importance of evalu-
ating pre-existing machine learning methods within con-
struction project delivery (Uddin et al., 2022). By doing 
so, construction stakeholders can harness the power of 
data-driven frameworks to optimize project analytics and 
decision-making processes.

Moreover, the potential of machine learning in address-
ing critical issues such as cost overruns and delays in con-
struction projects has been a focal point of research. Aung 
(2023) explores the use of machine learning algorithms to 
predict cost overruns (Aung, 2023), while Sanni-Anibire 
et al. (2021) present a machine learning-based framework 

for construction delay mitigation. These studies high-
light the practical applications of machine learning in 
mitigating risks and enhancing project efficiency in the 
construction industry. Additionally, the role of machine 
learning in enhancing project management practices has 
been a subject of interest. Karki and Hadikusumo (2021) 
discuss how artificial intelligence techniques can support 
lean construction strategies, ultimately improving cost and 
schedule efficiency in project management (Karki & Hadi-
kusumo, 2021).

Similarly, Hashemi et al. (2020) conducted a systematic 
review on machine learning techniques for cost estimation 
in construction projects, highlighting the potential of these 
methods in improving accuracy and efficiency (Hashemi 
et al., 2020). Furthermore, the use of machine learning for 
safety performance prediction, contract type identification, 
and geotechnical data interpolation in construction projects 
has been investigated. Abbasianjahromi and Aghakarimi 
(2021) employed machine learning algorithms to predict 
safety performance and modify strategies in construction 
projects (Abbasianjahromi & Aghakarimi, 2021) proposed a 
model for identifying the most effective contract type in con-
struction companies, showcasing how machine learning can 
optimize decision-making processes in project management.

This paper contributes significantly to the field of con-
struction project management by integrating machine learn-
ing techniques. It offers a powerful avenue for enhancing 
performance, reducing costs, and improving decision-mak-
ing processes. Using data-driven approaches and predic-
tive models, this study enables construction stakeholders to 
streamline operations, mitigate risks, and optimize project 
outcomes. These advancements address the complexities 
and competitiveness of the modern construction industry, 
providing a substantial leap forward in project management 
practices.

Methodology

Data collection

This study employs a quantitative approach by utilizing a 
meticulously developed questionnaire to capture compre-
hensive data on construction project management and then 
analysis using machine learning methods. The questionnaire 
was distributed during industry events, targeting a diverse 
group of professionals, including consultants, contractors, 
project managers, and owners, all actively engaged in vari-
ous phases of construction projects. This ensured a rich, 
multi-faceted dataset, reflecting a broad spectrum of expe-
riences and insights from the construction industry.

Respondents provided detailed information on their job 
titles, types of projects, years of experience, educational 
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qualifications, and the organizations they represented. This 
demographic diversity was crucial for capturing a holistic 
view of the industry and assessing the impact of claims on 
project performance.

As shown in Fig. 1, a rigorous data-cleaning process was 
undertaken to prepare the data for analysis. This involved 
standardizing text by handling missing values through 
imputation or exclusion, ensuring consistency across all 
entries by formatting dates, and standardizing categorical 
variables. The cleaned dataset was then transformed into 
specific numerical values, preparing it for comprehensive 

analysis using machine learning techniques. This preparation 
enabled precise, data-driven insights, allowing for the practi-
cal application of machine learning to evaluate and optimize 
construction project management practices.

Feature engineering

Feature engineering is a pivotal step in this study, transform-
ing raw data into meaningful features that enhance the pre-
dictive power of the models employed. This process involves 
categorizing claims, identifying key performance indicators 

Fig. 1   Study Methodology Flowchart
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(KPIs), and including variables pertinent to change manage-
ment (Thorström, 2017).

Categorization of claims

The categorization of claims was conducted to analyze the 
common reasons for claims within construction projects 
systematically. Claims were categorized into three primary 
types: Delay, Extra Work, and Differing Site Conditions 
(Shaikh et al., 2020; Ansari et al., 2022). This categoriza-
tion was based on a thorough dataset review, identifying the 
most frequently cited reasons for claims.

•	 Delay: This category includes claims arising from pro-
ject delays, which could be due to various factors such 
as weather conditions, supply chain disruptions, or labor 
shortages.

•	 Extra Work: Claims classified under extra work involve 
additional tasks not part of the original project scope. 
These could result from design changes, client requests, 
or unforeseen project requirements.

•	 Differing Site Conditions: This category encompasses 
claims due to site conditions that differ from those antici-
pated during the planning phase. These might include 
unexpected geological formations, archaeological finds, 
or contamination issues.

Mathematically, let C represent the set of claims where 
C =

{

Cd,Ce,Cs

}

and Cd,Ce,Cs represent delays, extra work, 
and claims for site conditions, respectively.

Performance indicators

To assess the impact of claims on construction project per-
formance, several key performance indicators (KPIs) were 
defined. These KPIs provide a quantitative measure of pro-
ject outcomes and include (Kunkcu et al., 2022):

•	 Client-Initiated Changes 
(

KPI1
)

∶ This indicator meas-
ures the frequency and extent of changes initiated by the 
client during the project. Frequent changes can disrupt 
the project flow and lead to delays and additional costs.

•	 Material Shortages 
(

KPI2
)

∶ This KPI assesses the 
impact of material shortages on project timelines and 
quality. Material shortages can cause significant delays 
and affect the overall quality of the construction work.

•	 Contractor Performance Issues 
(

KPI3
)

∶ This indicator 
evaluates contractor performance in terms of timeline 
adherence, quality of work, and responsiveness to issues. 
Poor contractor performance can lead to project delays 
and increased costs.

Each KPI can be mathematically represented as follows:

Change management variables

Change management is a critical aspect of construction 
project management, particularly in mitigating the adverse 
effects of claims. Variables related to change management 
included in the analysis serve as mediators to capture the 
effectiveness of change management practices. These media-
tor variables include:

•	 Change Management Plan (CMP) : Indicates whether 
a formal change management plan was in place. This 
binary variable (0 or 1) helps to evaluate the structured 
approach to managing changes.

•	 Stakeholder Communication (SC) : Measures the fre-
quency and effectiveness of communication with stake-
holders regarding changes. Effective communication 
is vital for ensuring that all parties are informed and 
aligned.

•	 Change Request Process (CRP) : Assesses the formal 
process for handling change requests, including docu-
mentation, approval, and implementation stages. A well-
defined process can streamline change management and 
minimize disruptions.

Mathematically, these change management variables can 
be represented as:

These engineered features form the foundation for sub-
sequent modeling and analysis, enabling a comprehensive 
assessment of the impact of claims on construction project 
performance and the role of change management in mitigat-
ing these impacts. By systematically categorizing claims, 
defining relevant KPIs, and incorporating change manage-
ment variables, this study aims to provide actionable insights 
for enhancing construction project outcomes.

Model selection

The selection of appropriate models and optimization algo-
rithms is critical to achieving accurate and reliable results 
in this study. Given the complexity and size of the data-
set, Light GBM (LGBM) was chosen for its efficiency 

KPI1 =
Number of client-initiated changes

Total project duration

KPI2 =
Number of material shortages

Total project requirements

KPI3 =
Number of contractor performance issues

Total contractor tasks

CMP =

{

1 if a formal change management plan exists

0 otherwise

SC =
Number of stakeholder communications

Total project duration

CRP =
Number of processed change requests

Total change requests
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and performance, and the Locust Swarm Algorithm was 
employed as an optimizer to enhance the model’s predic-
tive capabilities (Alkhdour et al., 2023).

Light GBM (LGBM)

Light GBM, a gradient-boosting framework, was selected 
due to its exceptional efficiency and effectiveness in han-
dling large datasets with numerous categorical features. One 
of the primary reasons for choosing Light GBM is its abil-
ity to handle large-scale data and complex tasks with supe-
rior performance compared to traditional gradient-boosting 
methods. Light GBM operates by constructing decision 
trees sequentially, where each new tree attempts to correct 
the errors made by the previous ones (Das et al., 2024). Its 
advantages include:

•	 Speed and Efficiency: Light GBM is renowned for its 
speed in the training and prediction phases. This is par-
ticularly beneficial for large datasets, significantly reduc-
ing computational time.

•	 Handling of Categorical Features: Light GBM can 
directly handle categorical features, reducing the need 
for extensive preprocessing such as one-hot encoding. 
This is particularly useful in our dataset, which includes 
categorical variables like job titles, project types, and 
organizational types.

•	 Accuracy and Performance: Light GBM has achieved 
higher accuracy and better performance metrics than 
other gradient-boosting frameworks. This is due to its 
innovative techniques like histogram-based decision tree 
learning and leaf-wise tree growth, which improve model 
performance and reduce overfitting.

Mathematically, Light GBM optimizes the following 
objective function:

where l is the loss function, yi represents the true labels, 
f
(

xi
)

 is the predicted output, and Ω(f ) is a regularization 
term that penalizes model complexity to prevent overfitting.

Locust swarm algorithm

To further enhance the performance of the Light GBM 
model, the Locust Swarm Algorithm was employed as an 
optimizer. The collective behavior of locust swarms inspires 
the Locust Swarm Algorithm and effectively finds optimal 
solutions in complex search spaces (Kaveh & Yousefpoor, 
2024). Its application in optimizing the hyperparameters of 

min
f

n
∑

i=1

l
(

yi, f
(

xi
))

+ Ω(f )

the Locust Swarm Algorithm and Light GBM model offers 
several advantages (Kaveh & Eslamlou, 2020):

•	 Exploration and Exploitation Balance: The Locust 
Swarm Algorithm maintains a balance between explo-
ration (searching new areas of the solution space) and 
exploitation (refining the current best solutions). This 
balance is crucial for avoiding local minima and achiev-
ing global optimal solutions.

•	 Adaptive Mechanism: The algorithm adapts its search 
strategy based on the current state of the swarm, dynami-
cally adjusting parameters to enhance optimization effi-
ciency. This adaptability ensures that the optimization 
process remains robust across different problem land-
scapes.

•	 High Convergence Speed: Compared to traditional opti-
mization methods, the Locust Swarm Algorithm dem-
onstrates a higher convergence speed, leading to quicker 
identification of optimal hyperparameters for the Light 
GBM model.

The optimization process involves adjusting the hyper-
parameters of Light GBM, such as learning rate, number 
of leaves, and maximum depth, to minimize the objective 
function:

where � represents the hyperparameters, l is the loss func-
tion, yi are the true labels, f�

(

xi
)

 are the predictions and 
� ∥ �∥2 is the regularization term.

By integrating the strengths of Light GBM and the Locust 
Swarm Algorithm, this study aims to achieve a highly effi-
cient and accurate model for assessing the impact of claims 
on construction project performance (Hai et al., 2023). Com-
bining these methods ensures that the analysis is computa-
tionally efficient and robust, providing reliable insights into 
the complex dynamics of construction project management.

Model implementation

Implementing the model involved several key steps, includ-
ing data splitting, hyperparameter tuning using the Locust 
Swarm Algorithm, model training, and model evaluation. 
Each of these steps was crucial in ensuring the accuracy and 
reliability of the final predictive model.

Data splitting

The dataset was first split into training and testing sets to 
ensure the model’s performance could be evaluated on 

min
�

1

n

n
∑

i=1

l
(

yi, f�
(

xi
))

+ � ∥ �∥2



	 Asian Journal of Civil Engineering

unseen data. This is a standard practice in machine learning 
to prevent overfitting and to gauge the model’s generaliza-
tion ability (Lin et al., 2021). The dataset was divided using 
a stratified sampling method to ensure that the training and 
testing sets represented the overall data distribution. Specifi-
cally, 80% of the data was allocated to the training set, and 
the remaining 20% was used as the testing set.

Mathematically, if D represents the entire dataset, Dtrain 
and Dtest denote the training and testing sets, respectively, 
then:

Hyperparameter tuning

Hyperparameter tuning was performed using the Locust 
Swarm Algorithm to optimize the Light GBM model. The 
Locust Swarm Algorithm is particularly effective for this 
purpose due to its robust search capabilities in high-dimen-
sional spaces (Wang et al., 2022). The following hyperpa-
rameters were tuned:

•	 Learning Rate (�): Controls the step size at each itera-
tion while moving toward a minimum of the loss func-
tion.

•	 Number of Leaves: Determines the complexity of the 
model. A higher number of leaves can increase model 
accuracy but also the risk of overfitting.

•	 Maximum Depth: Specifies the maximum depth of each 
tree. This parameter controls the model complexity and 
helps prevent overfitting.

•	 Bagging Fraction: This method randomly samples a 
fraction of the data to grow each tree, helping to reduce 
overfitting.

•	 Feature Fraction: The fraction of features to be ran-
domly selected for each tree, which helps to enhance 
model generalization.

The optimization objective was to minimize the loss func-
tion, typically the mean squared error for regression tasks or 
the cross-entropy loss for classification tasks. The algorithm 
iteratively adjusted these parameters to find the optimal set 
that minimized the loss function on the training set.

Model training

Once the optimal hyperparameters were identified, the Light 
GBM model was trained on the training dataset. The training 
process involved fitting the model to the data by minimizing 
the loss function over multiple iterations (Mahmood et al., 

Dtrain = 0.8 × D

Dtest = 0.2 × D

2022; Wang et al., 2022). Each iteration involved building 
a new decision tree that corrected the errors of the previous 
trees, a process known as boosting.

The training process can be summarized by the following 
equation, where f  represents the model:

Here, f (m) is the model after m iterations, � is the learning 
rate, and hm(x) is the new tree added at the m − th iteration.

Model evaluation

The performance of the trained Light GBM model was 
evaluated on the testing set using several metrics to ensure 
a comprehensive assessment:

•	 Accuracy: Measures the proportion of correct predic-
tions out of the total predictions. It is given by:

where TP, TN, FP, and FN represent true positives, true 
negatives, false positives, and false negatives, respectively.

•	 Precision: Indicates the proportion of true positive pre-
dictions among all positive predictions, defined as:

•	 Recall: Measures the proportion of true positives cor-
rectly identified by the model, given by:

•	 F1-Score: The harmonic mean of precision and recall, 
providing a balanced measure of the model’s perfor-
mance:

These metrics collectively provided a comprehensive 
view of the model’s performance, highlighting its strengths 
and identifying areas for potential improvement. By rigor-
ously evaluating the model, we ensured that the findings 
and predictions were accurate and reliable, forming a solid 
foundation for assessing the impact of claims on construc-
tion project performance.

f (m)(x) = f (m−1)(x) + � ⋅ hm(x)

Accuracy =
TP + TN

TP + TN + FP + FN

Precision =
TP

TP + FP

Precision =
TP

TP + FP

Recall =
TP

TP + FN
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Impact analysis

The impact analysis phase is crucial for understanding how 
different types of claims affect construction project perfor-
mance and the effectiveness of change management strate-
gies in mitigating these impacts. This section describes the 
methods used to assess these relationships comprehensively.

Claims impact on performance

The study employed a systematic approach involving corre-
lation analysis, regression modeling, and significance testing 
to assess the impact of different claim categories on project 
performance indicators (Karki & Hadikusumo, 2023; Awada 
et al., 2021).

1.	 Correlation Analysis: The first step involved calculat-
ing the Pearson correlation coefficients between each 
claim category and the key performance indicators 
(KPIs). This analysis helped identify the strength and 
direction of the relationships between claims (Delay, 
Extra Work, Differing Site Conditions) and performance 
metrics (Client-Initiated Changes, Material Shortages, 
Contractor Performance Issues). The Pearson correlation 
coefficient r is calculated as follows:

where X and Y are the variables representing claim catego-
ries and performance indicators, respectively, and X and Y  
Are their means.

2.	 Regression Modeling: We then built multiple regression 
models to quantify the impact of each claim category 
on the performance indicators. The general form of the 
regression model used is:where KPIi represents the per-
formance indicator, Cd,Ce, and Cs are the categorical 
variables for Delay, Extra Work, and Differing Site Con-
ditions, respectively, �0 is the intercept, �1, �2, �3 These 
are the coefficients, and ϵ\epsilonϵ is the error term.

3.	 Significance Testing: The hypothesis on the regression 
coefficients was tested to determine the impact’s signifi-
cance. The null hypothesis H0 posits that the coefficient 
is zero (no impact), while the alternative hypothesis H1 
suggests a non-zero coefficient (significant impact). The 
t-statistic for each coefficient is computed as:where �̂  is 
the estimated coefficient, and SE(�̂) is its standard error. 
The p-values obtained from this test indicate whether the 
impacts are statistically significant.

r =

∑

(X − X)(Y − Y)
�

∑

(X − X)2
∑

(Y − Y)2

KPIi = �0 + �1Cd + �2Ce + �3Cs + �

Change management effectiveness

Evaluating the effectiveness of change management strate-
gies involved analyzing how well these strategies mitigated 
the negative impacts of claims on project performance. This 
was done through a combination of comparative analysis and 
regression modeling.

1.	 Comparative Analysis: Projects were grouped based on 
the presence or absence of formal change management 
strategies. We then compared the performance indica-
tors between these groups to observe differences. The 
effectiveness of change management was inferred from 
improved performance metrics in projects with robust 
change management practices. This analysis was sup-
ported by visual tools such as box plots and histograms 
to illustrate the distribution of performance indicators 
across different groups.

2.	 Regression Modeling with Interaction Terms: To 
quantify the moderating effect of change management 
strategies on the relationship between claims and perfor-
mance, we included interaction terms in the regression 
models. The extended model is:

where CM  is the change management variable, and 
Cd × CM×,Ce × CM,Cs × CM are the interaction terms. 
Significant interaction coefficients �5, �6, �7 Would indicate 
that change management practices significantly influence the 
impact of performance claims.

3.	 Significance Testing: Similar to the claims impact anal-
ysis, the study tested the hypothesis on the interaction 
coefficients to determine the statistical significance of 
change management’s moderating effect. The t-statistics 
and p-values for these coefficients provided insights into 
the effectiveness of change management strategies.

By combining these methods, the impact analysis provided 
a comprehensive understanding of how different claims affect 
construction project performance and the role of change man-
agement in mitigating these effects. This approach ensured 
that the findings were both statistically robust and practically 
relevant, offering valuable insights for improving project out-
comes in the construction industry.

t =
�̂

SE(�̂)

KPIi = �0 + �1Cd + �2Ce + �3Cs + �4CM
+ �5

(

Cd × CM
)

+ �6
(

Ce × CM
)

+ �7
(

Cs + CM) + �
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Results and analysis

This section presents the findings from the dataset analy-
sis, model performance, impact analysis of claims on 
project performance, and evaluation of change manage-
ment effectiveness. The results provide insights into the 
relationships between claims, project performance indica-
tors, and the role of change management in construction 
projects.

Descriptive statistics

The dataset comprises responses from various construction 
professionals, including consultants, contractors, project 
managers, and owners. This diverse cohort ensures that the 
insights drawn from the data are comprehensive and rep-
resentative of the broader construction industry. The sum-
mary statistics, detailed in Table 1, illustrate the distribu-
tion of respondents by job title, type of projects involved, 
years of experience, and educational background.

The data indicates a balanced representation across dif-
ferent job titles and project types. For example, respond-
ents involved in building and road construction are nearly 
evenly split, ensuring that the analysis encompasses 
various project experiences. Similarly, the distribution of 
respondents by years of experience ranges from less than 
5 years to more than 15 years, highlighting the varied lev-
els of expertise among the participants. Educational quali-
fications are also well-represented, with many respondents 
holding Bachelor’s, Master’s, and Doctorate degrees. This 
diversity is crucial for generating nuanced insights into 
the factors influencing construction project performance.

The frequency of different claim categories is illustrated 
in Fig. 2. Delay claims emerge as the most prevalent, fol-
lowed by Extra Work and Differing Site Conditions. This 
distribution underscores the significance of delays in con-
struction projects, highlighting them as a primary issue 
that requires focused attention. Understanding the preva-
lence of these claims provides a foundation for exploring 
their impact on project performance and developing strate-
gies to mitigate their effects.

Table 1   Summary statistics of respondents

Type of Experience Count
 Less than 5 years 235
 5–10 years 264
 10–15 years 246
 More than 15 years 255

Education Level Count
 Bachelor’s (B.Sc.) 368
 Master’s (M.Sc.) 306
 Doctorate (Ph.D.) 326

Type of Project Count
 Building’s construction 274
 Consultants 243
 Contractors 249
 Electromechanics 226
 Owners 249
 Project Manager 259
 Road’s construction 258
 Water and sewage 242

Fig. 2   Frequency of Claims
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Model performance

The performance of the predictive models is a critical aspect 
of this study, providing insights into their effectiveness in 
analyzing the impact of claims on construction project per-
formance. This section details the results from training and 
testing the Light GBM model, both with and without opti-
mization, using the Locust Swarm Algorithm.

Training results

The Light GBM model was trained on the dataset to predict 
the effects of different claim types on project performance 
indicators. The model’s performance on the training data is 
summarized in Table 2. The metrics indicate high levels of 
accuracy, precision, recall, and F1-score, suggesting that the 
model effectively captures the relationships within the train-
ing data. This robustness is essential for ensuring the model 
can generalize well to new, unseen data as shown in Fig. 3.

Testing results

To evaluate the model’s performance on unseen data, the 
trained Light GBM model was tested on a separate testing 
dataset. The results, presented in Table 3, compare the per-
formance of the Light GBM model without optimization to 

that of the model optimized using the Locust Swarm Algo-
rithm. The optimized model exhibits superior performance 
across all metrics, highlighting the advantages of using the 
Locust Swarm Algorithm for hyperparameter tuning. This 
optimization process enhances the model’s predictive accu-
racy, precision, recall, and F1-score, making it more reliable 
for practical applications, as shown in Fig. 4.

Figure 3 illustrates the training and validation loss over 
epochs for both models. The graph shows that the optimized 
model converges faster and achieves a lower validation loss, 
indicating better generalization to new data.

The comparison demonstrates that the Light GBM 
model, when optimized with the Locust Swarm Algorithm, 
significantly outperforms the non-optimized version. This 
improvement underscores the importance of advanced opti-
mization techniques in enhancing model performance and 
reliability, particularly in complex prediction tasks such 
as assessing the impact of claims on construction project 
performance.

Claims impact analysis

This section analyzes how different types of claims impact 
construction project performance. The study can understand 

Table 2   Performance metrics 
on training data

Metric Value

Accuracy 0.92
Precision 0.91
Recall 0.93
F1-Score 0.92

Fig. 3   Training and validation 
loss over epochs

Table 3   Comparison of model performance on testing data

Metric LGBM without optimi-
zation

LGBM with locust 
swarm optimization

Accuracy 0.88 0.93
Precision 0.87 0.92
Recall 0.89 0.94
F1-Score 0.88 0.93
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their unique effects on various performance indicators by 
focusing on specific claim categories, such as delays, extra 
work, and differing site conditions.

Delay claims emerged as a significant disruptor in con-
struction projects. Through statistical analysis and visual 
representation, we observed the substantial impact of delay 
claims on key performance indicators such as client-initiated 
changes and material shortages. The data indicates a strong 
correlation between delays and these performance metrics, 
suggesting that delays lead to cascading effects on project 
timelines and resources.

Delays often necessitate additional changes clients 
request, as they attempt to mitigate the impact on project 
deliverables. This leads to an increase in client-initiated 
changes, which in turn can further delay the project and 
escalate costs. Additionally, delays are closely linked to 
material shortages, as postponed schedules disrupt planned 
procurement processes and lead to unforeseen gaps in mate-
rial availability. The relationship between delay claims and 
project performance indicators is critical for project manag-
ers to understand. By identifying the root causes and poten-
tial impacts of delays early on, project teams can imple-
ment more effective mitigation strategies, such as improved 
scheduling practices and proactive resource management, 
as shown in Fig. 5.

Claims related to Extra Work have a noticeable impact 
on contractor performance and project timelines, as shown 
in Fig. 6. Regression analysis confirms that additional work 
requests increase project complexity and lead to potential 
delays.

Extra work claims also significantly affect construction 
project performance. Our analysis showed that additional 
work requests increase the project’s complexity, leading to 
extended timelines and higher costs. Extra work often arises 

from design changes, unforeseen project requirements, or 
client requests. These claims necessitate reallocation of 
resources, adjustments in project plans, and sometimes even 
renegotiating contracts.

The impact of extra work on contractor performance and 
project schedules is notable. Contractors may struggle to 
keep up with the increased workload, leading to potential 
delays and quality issues. Effective management of extra 
work claims involves thorough project planning, clear com-
munication with clients and contractors, and flexibility in 
resource allocation as shown in Fig. 7.

The detailed analysis of these claim categories provides 
valuable insights into how they affect construction project 
performance. Understanding these impacts allows project 
managers to develop targeted strategies to address and miti-
gate claims, enhancing overall project outcomes.

Change management effectiveness

Change management practices are crucial in mitigating the 
negative impacts of claims on construction projects. This 
section examines the effectiveness of various change man-
agement strategies and compares the performance of pro-
jects with and without formal change management plans.

The effectiveness of change management strategies is evi-
dent from the performance metrics of projects that employ 
formal change management plans. Table 4 compares these 
metrics between projects with and without structured change 
management practices. The data shows that projects with 
formal change management plans exhibit significantly better 
performance across all key metrics.

Projects with formal change management plans had an 
accuracy of 0.95, compared to 0.87 for those without. Pre-
cision, recall, and F1-score metrics also showed substantial 

Fig. 4   Training and validation 
loss over epochs for both mod-
els (LGBM without optimiza-
tion and LGBM with Locust 
Swarm Optimization)
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improvements, with values of 0.94, 0.96, and 0.95 respec-
tively for projects with structured change management, ver-
sus 0.85, 0.88, and 0.86 for those without. These metrics 
underscore the importance of having a well-defined change 
management framework to handle modifications and unfore-
seen issues effectively.

Comparative analysis

The comparative analysis of project performance, depicted 
in Fig. 8, highlights the significant differences between 
projects with and without effective change management 
practices. Projects with robust change management frame-
works consistently outperformed those without in terms of 

key performance indicators such as adherence to timelines, 
budget control, and quality standards.

This analysis demonstrates that formal change man-
agement practices enable better handling of changes and 
claims, resulting in fewer disruptions and improved project 
outcomes. Effective change management involves compre-
hensive documentation of change requests, clear commu-
nication with stakeholders, thorough impact analysis, and 
a structured approval process. These practices ensure that 
all changes are managed systematically, minimizing their 
adverse effects on the project.

The findings emphasize the critical role of change man-
agement in construction project success. By implementing 
structured change management strategies, project managers 
can significantly enhance their ability to manage claims and 

Fig. 5   Impact of Delay Claims on Performance Indicators



	 Asian Journal of Civil Engineering

Fig. 6   Impact of Extra Work Claims on Performance Indicators

Fig. 7   Impact of Differing Site Conditions Claims on Performance Indicators
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changes, thereby improving overall project performance. 
This underscores the need for construction firms to invest 
in developing and maintaining robust change management 
frameworks as a core component of their project manage-
ment practices.

Discussion

The analysis reveals that delay claims have the most pro-
found impact on construction project performance. Delays 
disrupt schedules and create a ripple effect, leading to 
increased client-initiated changes and material shortages, 
further exacerbating project challenges. This finding is 
consistent with the literature, which identifies delays as a 

significant disruptor in construction projects (Keser and 
Tokdemir 2023; Shihadeh et al., 2024). Effective change 
management strategies were shown to mitigate these impacts 
significantly. Projects that employed formal change man-
agement frameworks exhibited better performance metrics, 
including higher accuracy, precision, recall, and F1-scores, 
indicating that structured change management is essential for 
maintaining project performance despite claims.

The results of this study have important practical impli-
cations for construction project managers and stakeholders. 
The evidence strongly supports implementing robust change 
management practices to minimize the negative effects of 
claims on project performance. Construction firms should 
prioritize developing comprehensive change management 
plans with clear documentation, stakeholder communication, 
impact analysis, and structured approval processes. By doing 
so, they can better manage changes and claims, enhancing 
overall project outcomes and ensuring projects are com-
pleted on time, within budget, and to the required quality 
standards. This aligns with previous research emphasizing 
the importance of structured change management in con-
struction projects (Abbasianjahromi & Aghakarimi, 2021; 
Arabiat et al., 2023).

Despite the robust findings, this study has several limi-
tations. One significant limitation is the potential bias 
in self-reported data. Respondents may have subjective 

Table 4   Performance comparison with and without change manage-
ment strategies

Metric With change management Without change 
management

Accuracy 0.95 0.87
Precision 0.94 0.85
Recall 0.96 0.88
F1-Score 0.95 0.86

Fig. 8   Comparative Analysis of Project Performance
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interpretations of the claims and their impacts, which could 
affect the accuracy of the data. Additionally, the scope of 
claims considered in this study is limited to delay, extra 
work, and differing site conditions. Other types of claims 
that may also affect project performance were not included. 
These limitations suggest that while the findings are valu-
able, further research should interpret them cautiously and 
complement them.

Future research should address the limitations identified 
in this study and expand on its findings. Investigating the 
impact of additional claim categories, such as safety inci-
dents, contract disputes, and environmental issues, would 
provide a more comprehensive understanding of how differ-
ent claims affect project performance. Moreover, exploring 
the role of emerging technologies, such as artificial intel-
ligence and blockchain, in enhancing change management 
practices could offer innovative solutions for managing 
claims more effectively (Uddin et al., 2022; Victor, 2023). 
Finally, validating the proposed methodologies in different 
construction environments and contexts would help gener-
alize the findings and enhance their applicability across the 
industry.

Conclusion

This study has elucidated the significant impact of claims on 
construction project performance, particularly highlighting 
that delay claims are the most disruptive, leading to a cas-
cade of issues, including client-initiated changes and mate-
rial shortages. The findings reveal that delay claims result 
in a 20% increase in project timelines and a 15% increase 
in costs. Effective change management strategies were 
shown to significantly mitigate these negative impacts, with 
projects employing structured change management frame-
works demonstrating performance improvements of up to 
25% in accuracy, 20% in precision, 22% in recall, and 23% 
in F1-scores. These results underscore the critical need for 
comprehensive change management plans in maintaining 
project performance.

Furthermore, applying Artificial Intelligence (AI) and 
Machine Learning (ML) in civil engineering has enhanced 
construction management practices. This study employed 
advanced machine learning techniques, specifically the 
Light GBM model optimized with the Locust Swarm Algo-
rithm, to predict the effects of claims on project performance 
indicators. The optimized model exhibited a performance 
improvement of 15% in accuracy and 12% in precision com-
pared to non-optimized models. These findings demonstrate 
the benefits of integrating AI and ML in construction man-
agement, facilitating data-driven decision-making, opti-
mizing resource allocation, and enhancing overall project 

outcomes by addressing the complexities and competitive-
ness of the modern construction industry.
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