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Abstract
The most crucial mechanical property of concrete is compression strength (CS). Insufficient compressive strength can 
therefore result in severe failure, which can be beyond repair. Therefore, predicting concrete strength accurately and early is 
a key challenge for researchers and concrete designers. High-strength concrete (HSC) is an extremely complicated material, 
making it challenging to simulate its behavior. The CS of HSC was predicted in this research using an adaptive neuro-fuzzy 
inference system (ANFIS), backpropagation neural networks (BPNN), Gaussian process regression (GPR), and NARX neural 
network (NARX) in the initial case. In the second case, an ensemble model of k-nearest neighbor (k-NN) was proposed due 
to the poor performance of model combination M1 & M2 in ANFIS, BPNN, NARX, and M1 in GPR. The output variable is 
the 28-day CS (MPa), and the input variables are cement (Ce) Kg/m3, water (W) Kg/m3, superplasticizer (S) Kg/m3, coarse 
aggregate (CA) Kg/m3, and fine aggregate (FA) Kg/m3. The outcomes depict that the suggested approach is predictively 
consistent for forecasting the CS of HSC, to sum up. The MATLAB 2019a toolkit was employed to generate the ML learn-
ing models (ANFIS, BPNN, GPR, and NARX), whereas E-Views 11.0 was used for pre- and post-processing of the data, 
respectively. The BPNN and NARX algorithm was trained and validated using MATLAB ML toolbox. The outcome shows 
that the combination M3 partakes in the preeminent performance evaluation criterion when associated with the other mod-
els, where ANFIS-M3 prediction outperforms all other models with NSE, R2, R = 1, and MAPE = 0.261 & 0.006 in both the 
calibration and verification phases, correspondingly, in the first case. In contrast, the ensemble of BPNN and GPR surpasses 
all other models in the second scenario, with NSE, R2, R = 1, and MAPE = 0.000, in both calibration and verification phases. 
Comparisons of total performance showed that the proposed models can be a valuable tool for predicting the CS of HSC.
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Introduction

One of the most often employed building materials is 
concrete, with applications ranging from buildings and 
bridges to roads and dams. For high-stress applications, in 
the field of cementitious materials, high-strength concrete 
(HSC) is a type of concrete that was created in the late 
1950s and early 1960s (Gjørv, 2019), which is intended to 
have a compressive strength (CS) greater than 6000 psi, 
or 40 Mpa (Al-Shamiri et al., 2019). High-rise structures, 
bridges, and other infrastructure projects are just a few 
examples of places where it is frequently employed since 
they require both high strength and longevity (Farooq 
et al., 2020). HSC can be produced with the right propor-
tions of cement, water, fine and coarse aggregates, and 
occasionally natural or fibrous additions (Baykasoǧlu 
et  al., 2009). Depending on the exact application and 
desired strength, the mix design may change, but it nor-
mally entails decreasing the water-to-cement ratio and 
increasing the cement and aggregate content (Öztaş et al., 
2006). High-strength concrete has high strength and addi-
tional advantages like greater durability (Hooton & Bick-
ley, 2014; Khaloo et al., 2016), decreased permeability 
(Hameed et al., 2022), and resilience to extreme climatic 
conditions (Mbessa & Péra, 2001). In contrast with regular 
concrete, it can be more expensive and difficult to work 
with, and it may call for specific tools and knowledge for 
proper mixing, placement, and curing (Tayfur et al., 2014).

Studying the mechanical characteristics of concrete is 
crucial for improving design processes and concrete con-
struction performance under external loads. The CS of 
concrete is the utmost crucial of its many different prop-
erties since it directly affects the structure’s safety and 
is required to evaluate how well it will operate over the 
course of its whole life. But the mixture of cement, sand, 
gravel, other raw materials, and admixtures that makes 
up concrete is not homogeneous. The proportion of these 
components in the concrete mix is distributed at random. 
The composition of the waste, the extent of the particles, 
the proportion of the water–cement ratio, and the ratio of 
aggregate ratio all impact strength of concrete. To accom-
plish the appropriate CS, the mix proportions of the ele-
ments in HSC are often calculated (Mars et al., 2018). 
HSC CS is often determined via trial and error, where 
the proportions of the mix are changed till the anticipated 
strength is reached (Farooq et al., 2020). It is significant 
to remember that additional elements, like curing con-
ditions, temperature, and the characteristics of various 
concrete ingredients, might affect the CS of HSC (Öztaş 
et al., 2006). Therefore, appropriate quality control pro-
cedures should be put in place to guarantee the concrete's 
consistency in strength and performance. Using standard 

compression tests, the true CS of HSC can be determined. 
Finding the CS of HSC requires a laborious, lengthy, and 
expensive. Numerous regression indices are frequently 
incorporated into the experimental formula to indicate the 
effects of numerous additions. Due to the nonlinear nature 
of the relationship associated with the CS of HSC and its 
mixed structures, the empirical approach is a poor choice 
for prognostication (Erdal et al., 2013). Constructing a 
prediction model using machine learning based on learn-
ing to quickly, precisely, and accurately estimate CS, there 
has been a lot of interest in strength (Ayubi Rad & Ayubi 
Rad, 2017). Due to their potential use in addressing dif-
ficulties in engineering, machine learning (ML) and arti-
ficial intelligence (AI) are gaining more attention in both 
academic and non-academic (industrial) sectors. Over the 
past two decades, several machine learning methods have 
been utilized for estimating the 28-day CS of concrete, 
including artificial neural network (ANN) (Al-Shamiri 
et al., 2019; Bui et al., 2018), support vector machine 
(SVM) (Erdal et al., 2013), Elman neural network (ENN) 
(Jibril et  al., 2023), exlearningraning machine (ELM) 
(Al-Shamiri et al., 2019), adaptive neuro-fuzzy inference 
system (ANFIS) (Golafshani et al., 2020), regression tree 
(RT) (Gholampour et al., 2020), and random forest (RF) 
(Singh et al., 2019). The simplest method for figuring out 
the CS of concrete often involves laboratory tests. Addi-
tionally, it is currently extensively accepted to apply ML 
techniques to assess concrete CS because of the years-long 
development of AI. Similar to other conventional regres-
sion techniques, ML employs specific algorithms that may 
learn dependent data to produce incredibly accurate results 
for the independent data. This technology can be applied 
in more sophisticated ways in the domains of civil engi-
neering, such as design, construction management, quality 
control, and risk management.

Using traditional techniques, Nguyen et al. (2021) evalu-
ate several ultra-high-strength concrete (UHSC) mix designs 
and recommend adjustments to increase strength. Based on 
experimental data, a proposed empirical equation for fore-
casting elastic modulus is made, which demonstrates that 
the proposed equation is straightforward and offers the most 
accurate predictions of any current equations. Demir (2008) 
looks into how ANNs might be used to forecast the elastic 
modulus (E) of both regular and HSC. The E of concrete 
is successfully forecasted by the ANN model, which was 
developed, trained, and evaluated using data from previous 
research. The findings reveal that ANNs have significant 
promise as a means for forecasting the E of both normal 
and HSC. The expected outcomes are contrasted with those 
attained using experimental building code results and differ-
ent models. Numerous studies that used ANN to estimate the 
CS of concrete after 28 days proved its precision Abu Yaman 
et al., (2017); Behnood and Golafshani (2018); Moradi et al. 
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(2021). Four different algorithms were used to evaluate the 
carbonation depth (CD) of concrete based on experimental 
data. According to Malami et al. (2021), the researcher dis-
covered that the ANFIS, ELM, and SVM outperform the 
multilinear regression (MLR) owing to higher Nash–Sut-
cliffe coefficient efficiency (NSE) in both the calibration and 
verification stages. Two ML-trained algorithms, SVM and 
Hammerstein–Wiener model (HWM), were employed in a 
study by Adamu et al. (2021) to anticipate concrete CS in 
which jujube seeds were largely substituted for the coarse 
aggregate (CA). The models require five inputs: slump (D), 
the amount of CA, the amount of jujube seed (S), the per-
centage replacement of aggregate (CAR), curing age (T), 
and CS as an output variable. The fitness of the anticipated 
model to meet the performance criterion and the projected 
models' robustness were assessed using the four evalua-
tion metrics. The highest correlation coefficient (R2) values 
across the calibration and verification phases show that the 
HWM-M4 model outperforms the other models taken into 
consideration. Kaveh and Khalegi, (2009) utilized and rain 
ANN in other to predict the 7-day and 28-day strength of 
concrete specimens, encompassing both plain and admix-
ture concrete. The backpropagation algorithm is employed 
to train neural networks with varying numbers of hidden 

layers (one, two, and three), which are subsequently com-
pared. The most effective networks are chosen based on 
their performance, and these networks are then used to pre-
dict the strength of concrete mixtures with minimal errors. 
Recently, Kaveh and Khalegi (2009) optimize the parameters 
of feed-forward backpropagation and radial basis function 
artificial neural networks (ANNs) using a combination of 
meta-heuristic algorithms. Particle swarm optimization 
(PSO), genetic algorithm (GA), colliding bodies optimiza-
tion (CBO), and enhanced colliding bodies optimization 
(ECBO) algorithms are utilized with ANNs. The research 
utilizes 223 test data on carbon FRP (CFRP) to generate 
training and test data sets. Various validation criteria, includ-
ing mean square error, root mean square error, and correla-
tion coefficient (R), are employed to validate the models. 
The models consider the impact of concrete compressive 
strength, concrete sample diameter, concrete sample length, 
fiber elastic modulus, fiber thickness, and fiber strength on 
the ultimate strength of FRP concrete. Similarly, Younis and 
Pilakoutas (2013) developed a model for the estimate of the 
CS of recycle aggregate concrete (RAC) using multilinear 
and nonlinear regression techniques. Utilizing ANN technol-
ogy, Deshpande et al.,(2014) employed nonlinear regression, 
M5Tree, and ANN techniques to evaluate the CS of RAC. 

Fig. 1   Foremost keywords used in the literature on the CS of concrete using ML models (2000–2023)
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For the prediction of the E of RAC, (Behnood et al., 2015) 
employed M5Tree and ANN methods, respectively. Using 
genetic programming (GEP) and multivariable regression 
techniques, González-Taboada et al (2016) predicted the CS, 
E, and splitting tensile strength (STS) of RAC. Recently, 
utilizing NLR and GEP techniques, Gholampour et al (2017) 
forecast the CS, E, flexural strength (FS), and STS of RACs. 
The majority of these methods, however, were either compu-
tationally challenging, unable to manage numerous records, 
or incapable of precisely apprehending the effects of the 
crucial dependent variables for resolving nonlinear issues. 
As a result, simpler and more reliable AI algorithms should 
be used to forecast the characteristics of RACs. For the pur-
pose of forecasting shear strength in FRP-reinforced con-
crete elements with and without stirrups, the group method 
of data handling networks (GMDH) is adopted and put to the 
test (Kaveh et al., 2018). Twelve significant geometrical and 
mechanical parameters are taken into account by the GMDH 
models. Models are created for instances with and without 
shear reinforcement using two large datasets of 112 and 175 
data samples, respectively. Artificial neural network (ANN) 
and ANFIS models are also created for additional evalua-
tion, and the GMDH models are compared with codes of 

practice. The models’ accuracy is assessed using statistical 
error parameters. The findings show that GMDH outper-
forms other models, predicting shear strength for members 
with and without stirrups with excellent accuracy (R2 = 0.94 
and 0.95, respectively). Parametric and sensitivity analysis 
is also carried out.

For HSC structures to be safe and reliable, it is essential 
to precisely anticipate their CS. Recent years have seen 
the emergence of strong technologies for estimating the 
CS of HSC, including the evolutionary computational 
intelligence approach and ML algorithms. To accurately 
estimate the CS of HSC, this study suggests a self-turning 
predictive model, namely adaptive neuro-fuzzy infer-
ence system (ANFIS), backpropagation neural networks 
(BPNN) which many studies have utilized the used of it, 
for example (Kaveh & Iranmanesh, 1998; Kaveh et al., 
2008), Gaussian process regression (GPR) and NARX 
neural network (NARX) in the first scenario. In other 
to enhance the performance of the model, an ensembled 
machine learning strategy that combines an evolutionary 
computational intelligence algorithm with a self-turning 
predictive model of K-nearest neighbor (KNN) is pro-
posed in the second scenario (KNN-ANFIS, KNN-BPNN, 

Fig. 2   ANFIS architecture of 
the best model combination
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KNN-GPR, and KNN-NARX). The proposed method is 
anticipated to increase HSC CS prediction efficiency and 
accuracy, improving the safety and dependability of struc-
tures made of this material. The google scholar website 
listed 17,100 research publications that utilized the viabil-
ity of machine learning models, for concrete CS predic-
tion, from 2000 to the present, as per the cited literature. 
Below is a scan of 130 documents; 219 terms that repeat 
among the experiments are present in Fig. 1, indicating a 
lack of widespread collaboration in learning the prediction 
of concrete CS.

Experimental data

The research utilized an experimental dataset comprising 
326 concrete samples, which served as the foundation for 
constructing AI-based models (ANFIS, BPNN, GPR, and 
NARX) designed to forecast the CS of HSC.  5 depend-
ent variables were used as the input to train the model, 
which include water (W) kg/m3, fine aggregate (FA) kg/m3, 
coarse aggregate (CA) kg/m3, superplasticizer (S) kg/m3), 
and 28 CS (MPa) as the independent variable (output) (Al-
Shamiri et al., 2019).

Fig. 3   a Structural procedure in BPNN model, b the best model combination structure

Fig. 4   Structure of NARX-NN: a open loop, b closed loop
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Methods and methodology

ANFIS model

The ANFIS model, developed by Jang (Jang, 1993), com-
bines neural networks with a fuzzy inference system (FIS) 
(Armaghani & Asteris, 2021; Malami et al., 2021) to solve 
interactions that are complicated in nature. FIS is generally 
utilized due to its ability to convert pre-existing knowledge 
into specific constraint sets. (Fig. 2). Using ANFIS, which 
is a multilayer feedforward neural network (MFFNN) also 
known as a backpropagation neural network (BPNN),  map-
ping can be achieved by integrating fuzzy logic (FL) 

algorithms and neural networks. For detail of ANFIS mod-
els with references and the equation, refer to Appendix A.

BPNN model

Backpropagation neural networks, sometimes referred to as 
backpropagation, are a form of ANN that are proficient in 
using supervised learning techniques. It is based on the idea 
of “gradient descent,” which is used to decrease the dis-
crepancy between ong expected and actual results (Asteris 
& Mokos, 2020). The procedure used in BPNN is depicted 
in Fig. 3a, and the structure of the best model combina-
tion is depicted in Fig. 3b. For BPNN detail theory, refer to 
Appendix A.
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Fig. 5   Embedded bar-box plot for the raw data of input–output variables
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Gaussian process regression (GPR) model

A technique for estimating functions is called GPR. Based 
on the function space, the gaissian process (GP) may effi-
ciently do Bayesian inference and describe the dispersal 
of the function (Liu et al., 2021). The GPR and the potent 
Bayesian optimization approach, which are both frequently 
employed in machine learning, are nonparametric models 
that can contest a black-box function and give reverence to 
the fitted outcome. The accuracy of the estimates made by 
the GPR model is strongly influenced by the kernel function 
(Cai et al., 2020) and could certainly handle nonlinear data. 
For GPR detail theory, refer to Appendix A.

NARX model

NARX network is a form of NN that can be created as a 
feedforward or recurrent network (RN). Layers make form a 
feedforward network (FFN), with the hidden layers enclosed 
among the dependents and independents layers. Due to the 
absence of closed loops in this network topology, there are no 
response and data only flows in one direction. On the other 
hand, closed loop provides a response in the form of output 
data to the neural network’s input repeatedly in a recurrent 

neural network (RNN) (Sheikh et al., 2021) (Fig. 4). For 
NARX detail theory, refer to Appendix A.

k‑NN(k‑Nearest Neighbors) model

Machine learning algorithms for classification and regres-
sion analysis include k-NN. It is a nonparametric approach; 

Fig. 6   Proposed methodology 
flowchart

Table 1   Performance indicators of the models
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therefore, it does not rely on any knowledge of how the data 
are distributed. Finding the k-NN to a certain test data point 
from the training dataset is how k-NN operates (Shahabi 
et al., 2020). A distance metric, such as the euclidean or 
Manhattan distance, is used to determine the separation 
between each training and test data points. The next step is 
to choose the k closest neighbors based on their proximity 
to the test data point (Adeniyi et al., 2016). For k-NN detail 
theory, refer to Appendix A.

Ensemble learning technique (ELT)

In several domains, including civil engineering, the ability 
to integrate ensemble models to advance the frontier of ML 
predictions has been effective (Nourani et al., 2018). ELT 
is a branch of machine learning that combines the process 
of generating numerous predictors using a single model to 
improve the performance of the final estimate. The main 
objective of using an ensemble is to achieve more precise 
and reliable estimates compared to what a single model can 
provide. Some researchers have categorized ensemble learn-
ing techniques into two groups: homogeneous ensembles and 
heterogeneous ensembles. Homogeneous ELT is defined as 
having an identical learning algorithm (for example, a neu-
ral network (NN)), while heterogeneous ELT is defined as 
having different learning algorithms. For overcoming model 
variety and achieving prediction accuracy, the heterogene-
ous ensemble is advised (Elkiran et al., 2019). Therefore, an 

ensemble of the k-NN model was employed in other toen-
hanced the prediction precision of model combinations M1 
and M2 due to their low performance. In ANFIS, BPNN, and 
NARX-NN models, an ensemble of M1 and M2 combination 
was taken (k-NN-ANFIS, k-NN-BPNN, and k-NN-NARX), 
whereas in the GPR model, an ensemble of M2 combination 
was taken (k-NN-GPR).

Proposed modeling schema

The use of data intelligence algorithms in process engineer-
ing, particularly the prediction of concrete CS, has advanced 
significantly during the last few decades. The data source is 
the primary advantage of the AI technique, which can be 
achieved through open databases, field research, and labora-
tory testing. Four AI-based models, ANFIS, BPNN, GPR, 
and NARX-NN, were utilized in this work to forecast the CS 
of HSC in the first scenario comparing Ce (kg/m3), W (kg/
m3), FA (Kg/m3), CA (kg/m3), and S (kg/m3), and 28 Days 
CS MPa, see Fig. 5; in the second scenario, one method of 
ET was employed to increase the prediction's accuracy of the 
model combination with low accuracy and high error value. 
Figure 6 displays the primarily suggested flow chart for the 
techniques applied in this study. The recommended mod-
eling approach mimics CS based on the CC  values among 
the performance parameters by using the traditional feature 
extraction approach. To achieve this, Al-Shamiri et al., 2019 
provided the experimental setup for the mix proportioning of 
high-strength concrete. Equation (1) gives the input ccombi-
nation adopted in the training of ANFIS, BPNN, GPR, and 
NARX models based on sensitivity analysis.

The initials M1, M2, and M3 stand for the many input 
combinations used to train the models. The initials CS 
stand for the 28-day CS along with the weights of the 
cement (Ce kg/m3), water (W kg/m3), fine aggregate (FA 

(10)CS =

⎧
⎪
⎨
⎪
⎩

M1 = Ce + S

M2 = Ce + S + FA

M3 = Ce + S + FA +W + CA

Fig. 7   Correlation between input and output variables

Table 2   Descriptive statistics between the input and output datasets

Parameters Mean Median Mode Standard 
deviation

Sample variance Kurtosis Skewness Minimum Maximum

W 170.00 170 170 8.15 66.46  − 1.50 0.00 160 180
Ce 417.10 411 360 77.32 5978.59  − 0.52 0.41 284 600
FA 768.08 770 731 85.32 7278.72  − 0.44 -0.20 552 951
CA 898.51 898 845 43.68 1908.20  − 1.44 0.02 845 989
S 0.94 1 1 0.55 0.30  − 0.73 0.03 0 2
CS 51.87 48.7 41.5 9.46 89.44  − 1.02 0.45 37.5 73.6
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kg/m3), coarse aggregate (CA kg/m3), and superplasti-
cizer content (SP kg/m3). Using an external validation 

methodology, 326 datasets were collected for this investi-
gation and split into calibration 228 (70%) and verification 
98 (30%) sets.

To enhance the integrity and prediction accuracy of the 
dataset, Eq. 2 is employed to reduce data redundancy, and 
the dataset was then normalized to a range of zero to one.

In the dataset, “Xi” denotes the normalized quantity, 
“Xu” represents the unnormalized quantity, “Xmin” corre-
sponds to the minimum quantity, and “Xmax” signifies the 
maximum quantity.

Performance evaluation criteria

A set of predetermined standards and measures are used 
to assess the effectiveness, efficiency, and quality of an 

(11)Xi =
xu−xmin

xmax−xmin

Table 3   Results of standalone models in calibration and verification

Bold value indicates signifies the best-performing models with combination 3 (M3)

Models Calibration phase

NSE R2 R MAE MSE MAPE

ANFIS-M1 0.535 0.683 0.826 0.088 0.015 22.311
ANFIS-M2 0.672 0.753 0.868 0.074 0.012 19.151
ANFIS-M3 1.000 1.000 1.000 0.001 0.000 0.261
BPNN-M1 0.064 0.556 0.745 0.110 0.021 28.970
BPNN-M2 0.473 0.582 0.763 0.103 0.020 26.998
BPNN-M3 0.991 0.992 0.996 0.015 0.000 3.418
GPR-M1 0.943 0.949 0.974 0.030 0.002 7.288
GPR-M2 0.506 0.609 0.781 0.099 0.019 25.644
GPR-M3 0.998 0.998 0.999 0.007 0.000 1.807
NARX-M1 0.410 0.573 0.757 0.104 0.020 26.731
NARX-M2 0.585 0.585 0.765 0.106 0.020 29.409
NARX-M3 0.984 0.985 0.992 0.019 0.001 4.617

Verification phase

NSE R2 R MAE MSE MAPE

ANFIS-M1 0.397 0.397 0.630 0.016 0.001 16.888
ANFIS-M2 0.669 0.649 0.806 0.008 0.000 10.067
ANFIS-M3 1.000 1.000 1.000 0.000 0.000 0.006
BPNN-M1 0.208 0.208 0.456 0.020 0.001 19.200
BPNN-M2 0.570 0.603 0.776 0.009 0.000 8.548
BPNN-M3 0.997 0.997 0.998 0.001 0.000 0.767
GPR-M1 0.331 0.331 0.575 0.016 0.001 17.791
GPR-M2 0.248 0.336 0.580 0.011 0.000 11.506
GPR-M3 1.000 1.000 1.000 0.000 0.000 0.016
NARX-M1 0.051 0.051 0.226 0.023 0.002 22.423
NARX-M2 0.262 0.191 0.437 0.013 0.000 12.598
NARX-M3 0.097 0.596 0.772 0.008 0.000 6.557
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Fig. 8   Error plot for the standalone model in the first scenario
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individual, predictive performance. They provide a basis for 
evaluating  model's performance and making informed deci-
sions related to rewards, promotions, or improvements in per-
formance. The accuracy of the models was assessed in this 
research using six statistical metrics: Nash–Sutcliffe coefficient 
efficiency (NSE), coefficient of determinacy (R2), correlation 
coefficient (R), mean square error (MSE), mean absolute error 
(MAE), and mean absolute percentage error (MAPE). The for-
mal ranges of the performance criteria, which are used by much 
research to assess how well the anticipated model performs, are 
presented in Table 1.where CS(p) & ĈSP. indicate the predicted 
CS, C̃SP , predicted mean CS, CS(o) observed CS, CSi(o) & CSom 
indicate the observed mean CS, N indicates the number of the 
data samples.

Result and discussion

Result for scenario I

Preprocessing, model construction, and computational 
conclusions from the data source are discussed in this sec-
tion. The study made use of the ANFIS, popular neural net-
work (BPNN), GPR, and NARX neural network (NARX-
NN) models to evaluate the CS performance in comparison 
with other constituents. The MATLAB R2019a toolkit 
was used to train the MLs learning algorithms (ANFIS, 
BPNN, GPR, and NARX), while E-Views 11.0 was used 
for pre- and post-processing the data, respectively. The 
algorithms for BPNN and NARX modeling was trained 
and validated using MATLAB ML toolbox. Effective gen-
eralization requires selecting the right model structure. 
As a result, hypersensitivity techniques like the maximum 
number of iterations (1000), learning rate (0.01), and MSE 
(0.0001) were used for the BPNN. Because these layers 
were acknowledged by using the expression (2n1/2 + m) to 
(2n + 1), where n is the number of input neurons and m is 

the number of output nodes, the most crucial component 
of building a BPNN is constructing an acceptable number 
of hidden nodes (Fletcher & Goss, 1993).

While some research suggests that the expression (n + 1) 
to (n + 2) can be useful in preventing the overuse of trial-
and-error uncertainty, others have suggested that the con-
cealed nodes would take the form of an oval-shaped struc-
ture (Hadi et al., 2019). In this work, the range of 2–10 
hidden nodes, 20–80 calibration epochs, 1–20 emotional 
hormones, and activation functions were used to find the 
best structure in BPNN. To prevent overfitting, the data-
set was divided into folds, with the accuracy of each fold 
being evaluated, and the GPR was used with 10-k-folds 
cross -validation prediction speed of 120 observation/sec 
and a training length of 15.14 s. Due to the unpredictable 
conditions brought on by several factors and the properties 
of the source water that needs to be treated, the associations 
among the CS restrictions in a complex process may not be 
linear. The relationship (correlation) between the depend-
ent and independent variables is shown in Fig. 7. To sum-
marize and communicate a dataset's key features, compare 
variables or groups, find outliers, ensure data integrity, and 
assist decision-making, descriptive statisical analysis was 
performed on datasets as shown inTable 2 to reveal crucial 
information required in model development. The analysis 
streamlines data exploration and empowers researchers as 
well as analysts to extract insightful conclusions from the 
data.The calibration and verification results predicted by 
ANFIS, BPNN, GPR, and NARX are presented in Table 3. 
Table 3 presents information that reveals the performance 
metrics utilized in this study, including MAPE, MAE, and 
MSE, to be unitless. Conversely, NSE, R2, and R are dimen-
sionless, due to the normalization phase incorporated in the 
modeling process. The ways in which the pragmatic AI-
based and linear models responded to different combina-
tion models CS (Mpa) are displayed in Table 3. During the 

Table 4   Result of the Ensemble Algorithm

Calibration phase

Models NSE R2 R MAE MSE MAPE

KNN-ANFIS 0.58 0.60 0.78 0.10 0.02 22.30
KNN-BPNN 1.00 1.00 1.00 0.00 0.00 0.00
KNN-GPR 1.00 1.00 1.00 0.00 0.00 0.00
KNN-NARX 1.00 1.00 1.00 0.00 0.00 0.00

Verification phase

NSE R2 R MAE MSE MAPE

KNN-ANFIS 1.00 1.00 1.00 0.00 0.00 0.00
KNN-BPNN 1.00 1.00 1.00 0.00 0.00 0.00
KNN-GPR 1.00 1.00 1.00 0.00 0.00 0.00
KNN-NARX 0.19 0.37 0.61 0.01 0.00 12.53
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Fig. 9   a Scatter plot for the best model combination in the first scenario for ANFIS-M3, BPNN-M3, GPR-M3, and NARX-M3, b for ensemble 
models
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calibration phase, the predictive power for CS (MPa) was 
20–60%, 60–70%, 70–80%, 80–1000%, and 0.001–0.088 for 
R and MAE, respectively.

Figure  8 shows the graphical comparison between 
the performances of the proposed models based on their 
individual MAPE values. It is worth to note that the mod-
els’ performances decline when error numbers rise and vice 
versa. The graphical performance in Fig. 8 makes it obvi-
ous that ANFIS and GPR demonstrated more performance 
accuracy than BPNN and NARX-NN. Further details are 
provided on MAPE measurements (Costache et al., 2020; 
Malik et al., 2021).

Result of the ELT

The exactness of standalone models is improved in the 
second scenario of this work by employing an ensem-
ble or providing more accurate predictions by combining 

the strengths of many models, the KNN (M1 and M2) for 
ANFIS, BPNN, and NARX and the KNN (M1) for GPR 
associate the strengths of the KNN model. Table 4 shows 
that the highest level of accuracy (100%) was attained for 
both KNN-BPNN and KNN-GPR. This is not unexpected 
given that KNN is more adaptable to changes in input data 
or environmental changes and can handle a larger range of 
input data kinds and formats. Figures 9 and 10 associate 
the performance of the best-developed models with the 
observed data using scatter plots and a response plot, while 
scatter plots can identify trends, linkages, and patterns in 
data and are frequently used in data analysis and scien-
tific research. The response curve shows a robust covenant 
among the experimental and predicted value (R = 0.61 − 1), 
as shown in Fig. 10. Response plot can show the contem-
poraneous agreement between two variables (measured and 
projected CS), as demonstrated by the MAPE values. To 
sum up, ensemble KNN is flexible, enabling more adaptable 

Fig. 10   a Response for CS and 
the predicted CS in the first sce-
nario, b for ensemble model
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and flexible solutions to challenging issues like compres-
sive strength. The popularity of KNN in concrete predic-
tion, notably for CS, is due to its dominance over ANFIS, 
BPNN, GPR, and NARX, as shown in Table 4. The initial 
scenario's illustration of the performance capabilities of the 
individual paradigms in numerical and visual presentations 
demonstrates that the models were ineffective at simulating 
CS in model combination 3 (M3). By combining the linear 
and nonlinear behavior of the individual paradigms, distinct 
ensembled paradigms were then developed to capture and 
replicate the complicated behavior of CS in the first and 
second model combinations (M1 & M2).

During the modeling phase, the NSE, R2, R performance 
evaluation criteria were utilized to compare all of the models 
using the radar diagram. Figure 11 displays (a) the ANFIS-
M3, BPNN-M3, GPR-M3, and NARX-M3, and (b) for the 
ensemble model. These models' predictions are more precise 
than others when compared to other models. This article 
explains how AI-based modeling is suitable for engineering 
and scientific study.

Conclusion

The compressive strength (CS) stands as the most pivotal 
mechanical attribute of concrete, reflecting its ability to 
withstand or resist compression forces. Inadequate com-
pressive strength can potentially lead to significant struc-
tural failure, which is notably challenging to rectify. Hence, 
accurately forecasting concrete strength at an early stage 
presents a crucial challenge for both researchers and design-
ers in the concrete industry. High-strength concrete (HSC) 
is an extremely complicated material, making it challeng-
ing to simulate its behavior. In order to improve the per-
formance of the model combination M1 & M2 for ANFIS, 
BPNN, NARX, and M1 for GPR, an ensemble machine 
algorithm was used, with NSE, R2, R, MSE, MAE, and 
MAPE as the study’s assessment measures. This research 
evaluated the possibility of predicting the CS of HSC using 
ANFIS, BPNN, GPR, and NARX models in the first sce-
nario. ANFIS-M3 suggested a reliable and remarkable per-
formance of NSE, R2, R = 1, and MAPE = 0.261 & 0.006 
in both the calibration and verification phases, respectively, 
when compared with the other models. Combination M3 has 
the highest performance of all the models used for the first 
scenario. The ensemble of BPNN and GPR, on the other 
hand, outperforms all other models with NSE, R2, R = 1, and 
MAPE = 0.000 in the second scenario, where the ensem-
ble model of model combination M1 and M2 was chosen 
because of their poor performance. General performance 
evaluations revealed that the suggested models can be used 
as a useful tool for anticipating the CS of HSC.
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