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Abstract
The advent of the cloud computing paradigm has enabled innumerable organizations to seamlessly migrate, compute, and
host their applications within the cloud environment, affording them facile access to a broad spectrum of services with min-
imal exertion. A proficient and adaptable task scheduler is essential to manage simultaneous user requests for diverse cloud
services using various heterogeneous and varied resources. Inadequate scheduling may result in issues related to either under-
utilization or over-utilization of resources, potentially causing a waste of cloud resources or a decline in service performance.
Swarm intelligence meta-heuristics optimization technique has evinced conspicuous efficacy in tackling the intricacies of
scheduling difficulties. Thus, the present manuscript seeks to undertake an exhaustive review of swarm intelligence optimiza-
tion techniques deployed in the task-scheduling domain within cloud computing. This paper examines various swarm-based
algorithms, investigates their application to task scheduling in cloud environments, and provides a comparative analysis of
the discussed algorithms based on various performance metrics. This study also compares different simulation tools for these
algorithms, highlighting challenges and proposing potential future research directions in this field. This review paper aims to
shed light on the state-of-the-art swarm-based algorithms for task scheduling in cloud computing, showing their potential to
improve resource allocation, enhance system performance, and efficiently utilize cloud resources.

Keywords Cloud computing · Task scheduling ·Meta-heuristics · Swarm intelligence

1 Introduction

The expanding landscape of the global corporate realm has
stimulated the implementation of advanced technologies to
address its complexities [1]. Among such innovations, cloud
computing emerges as a promising solution, enabling expe-
dited software deployment processes while saving time and
effort [2]. Cloud computing allows the accessing and storing
of information via the internet rather than relying on locally
stored systems [3, 4]. It harnesses remote servers connected
to the internet to store, manage, and facilitate online access to
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data. Organizations must establish sophisticated cloud man-
agement systems that guarantee appropriate, dependable, and
adaptable hardware and software to utilize cloud resources
and optimize costs [5, 6]. With its inherent reliability and
accessibility, cloud infrastructure minimizes the likelihood
of infrastructure failures, enabling widespread and consis-
tent server availability. By leveraging shared infrastructures,
cloud computing enables cost-effective utilization of diverse
applications by many users [7].

Task scheduling in cloud computing encompasses a com-
plex subject matter that addressesmultiple challenges related
to effectiveness, resource utilization, and workload man-
agement [8]. Moreover, it necessitates considering diverse
factors such as task dependencies, QoS specifications, assur-
ances, and confidentiality concerns [9].Most task-scheduling
problems fall into the category of NP-complete or NP-hard,
presenting significant computational complexities [1]. In
contemporary computer systems, two primary scheduling
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techniques are employed: exhaustive algorithms and Deter-
ministic Algorithms (DAs) [10]. DAs exhibit superior effi-
ciency over traditional (exhaustive) approaches and heuristic
methods for addressing scheduling problems [1]. However,
DAs possess two key challenges: first, they are tailored to
handle specific data distributions, and second, only a subset
of DAs is equipped to tackle intricate scheduling issues [11].
To overcome these challenges, swarm intelligence optimiza-
tion algorithms have gained significant attention in recent
years for task scheduling of cloud computing. Inspired by the
collective behavior of social insect colonies, swarm-based
algorithms leverage the principles of self-organization and
decentralized decision-making to solve complex optimiza-
tion problems. These algorithms offer promising solutions
for task scheduling in cloud computing by effectively balanc-
ing the workload and resources in a distributed and adaptive
manner.

1.1 Research gap

This paper has drawn inspiration from previous peer surveys
conducted in the literature, which have highlighted the sig-
nificance of task scheduling in cloud computing. The goal
of task scheduling in cloud computing is to optimize the
utilization of virtual machines while minimizing data cen-
ter operating costs, resulting in improved quality of service
metrics and overall performance. By employing an effec-
tive task-scheduling technique, many user requests can be
efficiently processed and assigned to suitable VMs, thereby
meeting the needs of both cloud users and service providers
more effectively. In the comprehensive review of existing
literature on swarm intelligence scheduling approaches, we
found that some studies [3, 5, 6, 8, 9] do not cover all the
essential aspects, such as QoS-based comparative analysis,
state-of-the-art advancements, comparisons of simulation
tools, research gap identification, and future directions for
task scheduling. In the paper [1], 12 swarm intelligence algo-
rithms are evaluated to underscore the significance of swarm
intelligence in cloud computing task scheduling. However,
there is a pressing need to explore a more extensive array of
algorithms to enhance our understanding of their effective-
ness and applicability in addressing the evolving challenges
of cloud-based task scheduling. This gap in the literature
highlights the need for a thorough assessment of task schedul-
ing using swarm intelligence optimization techniques to keep
up with the continuously expanding research in this field.
Therefore, this review aims to provide valuable insights
and contribute to the advancement of task scheduling in
cloud computing by addressing the comprehensive evalua-
tion of swarm intelligence techniques and filling the existing
research gaps.

1.2 Our contribution

The primary objective of this review paper is to provide a
comprehensive analysis of swarm-based algorithms for task
scheduling in cloud computing. This study explores vari-
ous categorizations of task-scheduling techniques in cloud
computing, detailing their advantages and disadvantages
to underscore the significance of swarm intelligence. This
study meticulously examines seventeen swarm-based algo-
rithms, including Particle Swarm Optimization (PSO), Ant
Colony Optimization (ACO), Bat Algorithm (BA), Artifi-
cial Bee Colony (ABC), Whale Optimization Algorithm
(WOA), Cat Swarm Optimization (CSO), Firefly Algo-
rithm (FA), Grey Wolf Optimization (GSO), Crow Search,
Cuckoo Search, Glowworm Swarm Optimization (GSO),
Wild Horse Optimization (WHO), Symbiotic Organism
Search (SOS), Chaotic Social Spider Optimization (CSSO),
Monkey Search Optimization (MSO), Sea Lion Optimiza-
tion (SLO), and Virus Optimization Algorithm (VOA). It
investigates the practical application of these algorithms
in the task-scheduling domain within cloud environments,
offering a detailed comparative analysis based on a spec-
trumofperformancemetrics, including reliability,makespan,
cost-efficiency, security, load balancing, rescheduling capa-
bility, energy efficiency, and resource utilization. The review
also encompasses a comparative assessment of frequently
employed simulation tools in cloud computing. Moreover,
this study takes a comprehensive approach by examin-
ing the challenges and proposing potential avenues for
future research. In particular, it highlights the state-of-the-
art swarm-based algorithms deployed for task scheduling in
cloud computing, emphasizing their pivotal role in optimiz-
ing resource allocation, enhancing system performance, and
facilitating the efficient utilization of cloud resources. By
illuminating these advancements and research gaps, the paper
reinforces the significance of swarm-based algorithms in pro-
pelling the evolution of cloud computing while directing
attention toward promising directions for further exploration
and innovation.

1.3 Structure of paper

The paper’s structure is outlined as follows: In Sect. 2, a
detailed description of the categories of cloud task schedul-
ing is provided, along with an analysis of the strengths
and weaknesses of each technique. Section 3 delves into a
comprehensive discussion of seventeen swarm intelligence
algorithms and their applications in cloud computing task
scheduling. Section 4 evaluates each swarm intelligence
algorithm based on various performance metrics. Section 5
presents a comparative analysis of the simulation tools
commonly employed in swarm intelligence algorithms. Sec-
tions 6 and 7 are dedicated to addressing the challenges and
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exploring prospects associatedwith swarm intelligence algo-
rithms. Finally, Sect. 8 offers a conclusion that meticulously
discusses and underscores the significance of swarm intelli-
gence algorithms in cloud computing task scheduling.

2 Categorization of cloud task-scheduling
schemes

The categorization of cloud task-scheduling schemes entails
a classification into three distinct groups, as shown in
Fig. 1: traditional scheduling, heuristics scheduling, and
meta-heuristics scheduling [1]. This section contrasts tradi-
tional and heuristic strategies, conducting a comprehensive
evaluation and assessment of their effectiveness within cloud
computing systems, particularly in the context of swarm
intelligence optimization algorithms. By dissecting and com-
paring these approaches, this review aims to shed light on the
strengths and limitations of each, ultimately contributing to
a deeper understanding of their relevance and applicability
in the dynamic landscape of cloud-based task scheduling.

2.1 Traditional scheduling

Traditional scheduling refers to the conventional methods
and algorithms used for task scheduling in computing sys-
tems, including cloud computing. These approaches are
typically rule-based and rely on predefined policies and
heuristics to allocate tasks to available resources [12]. Tradi-
tional scheduling methods often prioritize task completion
time, resource utilization, and load balancing. In cloud
computing, traditional scheduling may involve allocating
virtual machines or containers to specific tasks or appli-
cations based on fixed rules and priorities. While these
methods can be straightforward to implement, they may not
always be efficient or adaptive to changing workloads and
resource availability, which has led to the exploration of
more advanced scheduling techniques, including heuristics
and meta-heuristics, to address the complexities of modern
cloud environments [13, 14].

2.2 Heuristics scheduling

Heuristic scheduling in cloud computing involves using
rule-based algorithms that make approximate decisions to
allocate tasks or jobs to available resources efficiently [15].
Heuristic algorithms are designed to find reasonably good
solutions promptly, even for complex optimization problems.
However, their performance can vary depending on the spe-
cific problem they are applied to. While heuristics excel in
certain situations, they may struggle with challenging opti-
mization problems. Despite their limitations, heuristics are
valuable for providing quick and practical solutions. Several

heuristic techniques have been developed in cloud computing
to address task-scheduling challenges, including workflow
and independent tasks and applications. Somenotable heuris-
tic algorithms used in cloud environments include Min–Min
[16], Max–Min [17], First Come First Serve (FCFS) [18],
Shortest Job First (SJF) [19], Round Robin (RR) [20], Het-
erogeneous Earliest Finish Time (HEFT) [21], Minimum
Completion Time (MCT) [22], and Sufferage [23].

The Min–Min heuristic algorithm prioritizes the shortest
task that can be completed in the least amount of time among
all available tasks [24, 25]. This task is then assigned to a
virtual machine that can complete it quickly. This process is
repeated until all tasks are scheduled, potentially increas-
ing the overall makespan as each task’s completion time
extends [26]. While Min–Min efficiently handles smaller
tasks, it may lead to the starvation of larger jobs waiting for
smaller ones to be completed [27, 28]. The Max–Min algo-
rithm focuses on maximizing the minimum completion time
of tasks, potentially leading to resource over-utilization and
under-utilization [29–31]. Other heuristics like SJF, Round
Robin, andSufferage have strengths andweaknesses, ranging
from load balancing issues to potential starvation problems
in specific scenarios [32–34]. While heuristic algorithms
provide practical solutions for many cloud scheduling prob-
lems, they may not always guarantee optimal results [1, 11,
35]. Researchers continue exploring and refining heuristic
techniques to address their limitations and improve their per-
formance in various cloud computing scenarios.

2.3 Meta-heuristics scheduling

Meta-heuristics scheduling in the context of task schedul-
ing in cloud computing represents a higher-level approach
to solving complex optimization problems by guiding and
enhancing the search for near-optimal solutions [36]. Unlike
traditional heuristics, meta-heuristics provide more flexibil-
ity and adaptability in exploring solution spaces and finding
improved scheduling solutions [37, 38]. These algorithms
are often inspired by natural phenomena or processes and are
designed to overcome the limitations of traditional schedul-
ing methods. Meta-heuristics scheduling is classified into
three types:

• Evolutionary based;
• Physics based; and
• Swarm intelligence based.

In this sub-section, a detailed exploration of each tech-
nique is undertaken, highlighting their strengths and weak-
nesses. This comprehensive analysis emphasizes the signifi-
cance of choosing swarm intelligence algorithms over other
meta-heuristics scheduling techniques in cloud computing.
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Fig. 1 Categorization of task scheduling in cloud computing

2.3.1 Evolution based

Evolutionary-based algorithms, a subset of meta-heuristics,
have gained popularity in cloud task scheduling due to
their ability to handle complex optimization problems effi-
ciently. These algorithms draw inspiration from natural
selection and evolution to search for optimal solutions within
vast solution spaces. Some examples of evolutionary-based
algorithms used in cloud task scheduling include Genetic
Algorithm (GA) [39], Memetic Algorithm (MA) [40], Evo-
lution Strategy (ES) [41], Probability-Based Incremental
Learning (PBIL) [42], Genetic Programming (GP) [43], and
Differential Evolution (DE) [44].

GeneticAlgorithms involve a population of potential solu-
tions (chromosomes) subjected to genetic operators like
mutation, crossover, and selection to generate improved off-
spring over generations [45]. In cloud task scheduling, GAs
adaptively optimize tasks to virtualmachines based on objec-
tives like makespan or resource utilization. Advantages of
GAs in cloud scheduling include their global search capabili-
ties, adaptability to various objectives, robustness in dynamic
environments, and suitability for parallel execution [46].
However, GA requires extensive computational resources
parameter tuning and does not guarantee optimal solutions,
particularly in large-scale scenarios [47, 48]. Differential
evolution operates by generating mutant vectors from the
population’s solutions and combining them with existing
individuals to improve the population’s fitness. DE has been
used in cloud task scheduling to optimize task-to-VMassign-
ments and resource allocation [49].However,DEmay require
fine-tuning of control parameters, and its performance can
vary based on problem characteristics [50].

2.3.2 Physics based

Physics-based algorithms, a subset of meta-heuristics
inspired by physical phenomena, have also found application
in cloud task scheduling. These algorithms replicate princi-
ples from the physical world, such as the laws of motion and
thermodynamics, to optimize task assignments and resource
allocation in cloud computing environments [51]. While less
prevalent than evolutionary-based algorithms, physics-based
approaches provide unique perspectives on optimization.
Some notable examples of physics-based algorithms in cloud
task scheduling are Gravitational Search Algorithm (GSA)
[52], SimulatedAnnealing (SA) [53], andQuantum-Behaved
Particle Swarm Optimization (QPSO) [54].

The gravitational search algorithm models solutions as
celestial bodies that exert gravitational forces on each other
based on their fitness. This attraction–repulsion dynamic
leads to the convergence of solutions toward optimal con-
figurations. GSA’s advantages include its ability to handle
complex problems, adaptability to diverse objectives, and
convergence to near-optimal solutions. However, GSA’s per-
formancemaydepend onparameter settings and the choice of
gravitational laws [55]. In cloud task scheduling, SAexplores
the solution space by accepting probabilistic transitions to
higher-energy states, allowing it to escape local optima. Nev-
ertheless, SA requires careful temperature scheduling and
may be computationally demanding for large-scale schedul-
ing problems [56].

2.3.3 Swarm intelligence based

Swarm-based optimization algorithms have emerged as a
powerful approach for solving complex optimization prob-
lems by drawing inspiration from the collective behavior of
social insect colonies. These algorithms mimic the decen-
tralized decision-making and self-organization principles
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observed in nature, enabling them to navigate large search
spaces and find optimal solutions effectively. The key idea
behind swarm-based optimization lies in the interaction and
cooperation among a population of agents, referred to as par-
ticles, bees, or ants, as they iteratively explore and exploit
the search space. Through local communication and global
information exchange, the swarm collectively converges
toward promising regions of the search space, gradually
refining the solutions. Examples of popular swarm-based
optimization algorithms include Particle Swarm Optimiza-
tion (PSO) [57], Ant Colony Optimization (ACO) [58], Bat
Algorithm (BA) [59], Artificial Bee Colony (ABC) [60],
Whale Optimization Algorithm (WOA) [61], Cat Swarm
Optimization (CSO) [62], Firefly Algorithm (FA) [63], Grey
Wolf Optimization (GSO) [64], Crow Search [65], Cuckoo
Search [66], Glowworm Swarm Optimization (GSO) [67],
Wild Horse Optimization (WHO) [68], Symbiotic Organ-
ism Search (SOS) [69], Chaotic Social Spider Optimization
(CSSO) [70], Monkey Search Optimization (MSO) [71],
Sea Lion Optimization (SLO) [72], and Virus Optimization
Algorithm (VOA) [73]. These algorithms have impressive
capabilities in various domains, including function optimiza-
tion, data clustering, and task scheduling. Their ability to
handle non-linear and dynamic problems and their paral-
lel and distributed nature make swarm-based optimization
algorithms a promising tool for tackling complex optimiza-
tion challenges in diverse fields. This review paper mainly
focuses on swarm intelligence algorithms in task scheduling
of cloud computing.

3 Swarm intelligence algorithms in task
scheduling of cloud computing

In this section, some swarm intelligence algorithms that
are used in task scheduling of cloud computing are briefly
summarized. Figure 2 represents the swarm intelligence algo-
rithms focused in this paper.

3.1 Particle swarm optimization

Particle swarm optimization was developed by Eberhart and
Kennedy, drawing inspiration from the collective behavior
of particles, such as flocking birds [74]. In PSO, particles
adjust their paths based on their optimal position and the
optimal position of the best particle in the population for
each generation. The initial positions and speeds of the parti-
cles are randomly initialized before the population is created
[75–79]. Researchers have applied PSO and other techniques
to address job searching and employment balancing. In one
study [76], a Variable Neighborhood Search (VNS) approach
is employed to improve existing particle placements, while

an elite tabu searchmechanism is used for local search to gen-
erate an initial set of solutions. Another study [75] utilizes
hill-climbing strategy to enhance local search capabilities
and mitigate premature convergence in PSO. The combina-
tion of Discrete PSO and the Min–Min approach [80] aims
to reduce execution time for scheduling activities on com-
putational grids. Furthermore, a combination of PSO and
Gravitational Emulation Local Search (GELS) is proposed
to enhance search space exploration [81]. Hybrid Particle
Swarm Optimization (HPSO) is utilized for task scheduling
tominimize turnaround time and improve resource efficiency
[82]. Performance evaluation is typically based onmakespan
and resource consumption metrics.

In a research paper [83], Tabu Search (TS) is combined
with PSO to incorporate a local searchmechanism. This inte-
gration enhances completion time and resource utilization.
Another study [84] combines PSO with Cuckoo Search as a
local search approach, reducing completion time and improv-
ing resource utilization. PSO has also been applied to task
scheduling in grid environments [85, 86], where the particle
population is initially randomly seeded to maximize comple-
tion time and resource utilization [86]. A PSO-based hyper-
heuristic for resource scheduling in grid contexts is proposed
in [87], aiming to reduce time and cost while optimizing
resource utilization. In [88], a load rebalancing algorithm uti-
lizing PSOand the least position value technique is employed
for task scheduling. The method’s performance regarding
makespan and average resource utilization in homogeneous
and heterogeneous computing environments is evaluated.
TBSLB-PSO (Task-based System Load Balancing method)
is suggested in [89],wherePSO reduces transfer and task exe-
cution times. Improvedmakespan and resource utilization are
demonstrated in [90]. Furthermore, the energy consumption
reduction of 67.5% is achieved by incorporating the particle
swarm optimized tabu search mechanism (PSOTBM) [91].

3.2 Ant colony optimization

The algorithm known as ant colony optimization was devel-
opedbyMarcoDorigo, drawing inspiration from the foraging
behavior observed in various ant species. In this algorithm,
ants deposit pheromones on the ground to guide their fel-
low ants in following specific paths, and this behavior can
be leveraged to solve optimization problems. Artificial ants
act as agents navigating a solution space to find the best
solutions. Pheromone values are used to explore the solu-
tion space, and the ants keep track of their positions and the
quality of their solutions to identify an optimal solution [92].
In a research paper [93], the ACO technique is proposed for
specifying task and resource selection criteria in clusters.
Another study [94] introduces QoS limitations to achieve
the desired quality in scheduling workflows. An improved
version of the Ant Colony System (ACS)-based workflow
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Fig. 2 Swarm intelligence
algorithms of the proposed study

scheduling algorithm is presented in [95], aiming to min-
imize costs while meeting deadlines. The ACO approach
addresses grids’ time-varying workflow scheduling problem
to minimize overall costs within the given time constraint
[96]. The ACO algorithm and the knowledge matrix concept
are combined in [97] to track the historical desirability of
placing tasks on the same physical machine. Energy-efficient
scheduling algorithms based on ant colony behavior are pro-
posed in [98], ensuring compliance with SLA throughput
and response time restrictions. Updated pheromone schemes
are presented in [99, 100], while [101] introduces a job
scheduling approach for grids that adaptively adjusts the
pheromone values to reduce execution time and improve

convergence rate. The population creation in [101] consid-
ers tasks’ expected time and standard deviation, using the
concept of biased starting ants. Additionally, [102] used an
infinite number of ants for scheduling interdependent jobs in
cloud-based environments, considering dependability, time,
cost, and QoS constraints. Independent work scheduling for
cloud computing systems based on the ACO approach is
suggested in [103], optimizing makespan and comparing
results with FCFS and RR scheduling algorithms. Further-
more, a modified version of ACO, known as the Multiple
Pheromone Algorithm (MPA), exhibits advantages such as
shorter makespan, lower cost, and increased dependability
compared to conventional ACO and GA algorithms. Lastly,
[104] proposes workflow scheduling for grid systems using
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ACO, aiming to minimize the schedule length, and [105]
considers both deadline and cost factors when scheduling
workflows in hybrid clouds.

3.3 Bat algorithm

The bat algorithm is a swarm-basedmethod that emulates the
echolocation activity of bats [106]. Different aspects of bats’
hunting techniques are associated with distinct sound pulses.
Somebats rely on their sharp eyesight and keen sense of smell
to quickly locate their targets. In resource scheduling, the BA
algorithm has been utilized in cloud computing to optimize
makespanmore effectively than the genetic Algorithm [107].
Another study proposes a hybrid technique combining BA
and harmony search for work scheduling in cloud computing
[108]. The Gravitational Scheduling Algorithm (GSA) [109]
is an extension of BA that incorporates time restrictions and
a trust model, selecting resources for task mapping based
on their trust values. The BA algorithm has been applied in
a cloud environment to address workflow scheduling prob-
lems, effectively reducing execution costs compared to the
best resource selection algorithms [110]. The paper [111]
presents a combination of PSO and the Bat Algorithm for
cloud profit maximization.

3.4 Artificial bee colony

The artificial bee colony algorithm, introduced by Dervis
Karaboga in 2005, draws inspiration from the intelligent
foraging behavior of honey bees and aims to address real-
world problems [112]. In an ABC algorithm, bees in a
colony collaborate to locate food sources, and this knowl-
edge is utilized to guide decision-making during the search
for optimal solutions. The colony consists of working bees,
observers, and scout bees. Working bees continue searching
for new food sources until they discover enough nectar to
replace their current source. In an optimization problem, the
food source represents a solution, and the amount of nec-
tar corresponds to the quality of that solution. ABC has been
successfully applied to various combinatorial problems, such
as flow shop scheduling [113], on-shop scheduling [114],
project scheduling [115], and traveling salesman problems
[116]. Researchers have also employed bee colony opti-
mization techniques for task scheduling in distributed grid
systems, using bees’ foraging behavior as a model for task
mapping on available resources [117, 118]. Load balanc-
ing in non-preemptive independent task scheduling has been
approached using ABC optimization [119, 120], resulting
in improved resource utilization compared to the Min–Min
algorithm by an average of 5.0383% when combined with
particle swarm optimization [121]. ABC has been integrated
with a memetic algorithm to reduce makespan and balance
load [122]. The ABC algorithm has been applied in cloud

computing to schedule various tasks [123–125]. Its distinct
characteristics, such as modularity and parallelism, make it
suitable for scheduling dependent tasks in a cloud context
[126, 127]. Moreover, energy-aware scheduling techniques
have been suggested to manage resources and effectively
enhance their utilization in the cloud [128].

3.5 Whale optimization algorithm

The whale optimization algorithm is an innovative method
for addressing optimization problems inspired by the hunt-
ing behavior of humpback whales. This algorithm utilizes
three operators that mimic the hunting strategies employed
by whales: searching for prey, circling prey, and utilizing
bubble nets [129]. Humpback whales are known to feed
on krill or small fish in schools near the surface, employ-
ing a unique foraging technique involving the formation of
bubbles along circular or ’9’-shaped courses. By optimiz-
ing task allocation to resources, the WOA algorithm can
reduce the makespan and improve the overall performance
of cloud computing systems. Mangalampalli et al. intro-
duced a Multi-objective Trust-Aware Scheduler with Whale
Optimization (MOTSWO), which prioritizes jobs and vir-
tual machines based on trust factors and schedules them to
the most suitable virtual resources while minimizing time
and energy consumption [130]. This approach significantly
improves makespan, energy usage, overall running time, and
trust factors such as availability, success rate, and turnaround
efficiency. Another task-scheduling technique presented in
[131] assigns tasks to appropriate virtual machines by deter-
mining task and virtual machine priorities. The WOA is
used to model this technique, aiming to reduce data center
energy usage and electricity costs. The W-Scheduler algo-
rithm proposed in [132] builds upon a multi-objective model
and the WOA. It calculates RAM and CPU cost functions
to determine fitness values and optimizes jobs to virtual
machines, minimizing costs, and makespan. Experimental
results demonstrate that W-Scheduler outperforms existing
techniques, achieving a minimum makespan of 7.0 and a
minimum average cost of 5.8, effectively scheduling tasks to
virtual machines.

An Improved WOA for Cloud Task Scheduling (IWC)
is proposed to enhance the WOA’s capacity for finding opti-
mal solutions [133]. IWCdemonstrates superior convergence
speed and accuracy through simulation-based studies and
comprehensive implementation compared to existing meta-
heuristic algorithms searching for optimal task-scheduling
plans. Another variant of IWC is presented in [134]. The
Vocalization of the Humpback Whale Optimization Algo-
rithm (VWOA) is a new metaheuristic optimization tech-
nique proposed in [135]. VWOA is applied to optimize task
scheduling in cloud computing environments, mimicking
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the vocalization behavior of humpback whales. The pro-
posed multi-objective model serves as the foundation for the
VWOA scheduler, reducing time, cost, and energy consump-
tion, while maximizing resource utilization. Experimental
results on tested data show that the VWOA scheduler out-
performs conventional WOA and Round Robin algorithms
regarding makespan, cost, degree of imbalance, resource uti-
lization, and energy consumption.

3.6 Cat swarm optimization

The cat swarm optimization algorithm, introduced by the
author [136], is designed for continuous optimization prob-
lems. Inspired by the social behavior of cats, this heuristic
algorithm leverages the seeking and tracking behaviormodes
exhibited by cats. Cats operate in seeking mode when
they are cautious and move slowly, while they switch to
tracing mode when they detect prey and begin pursuing
it with more incredible speed. These behavioral patterns
are employed in modeling optimization problems, with the
cats’ locations representing the solutions. The superiority
of CSO over Particle Swarm Optimization (PSO) has been
discussed by researchers [137]. Various modified versions
of CSO have been proposed in [138, 139] to address dis-
crete optimization problems in different domains. A binary
variant of CSO, DBCSO, has been developed to solve the
zero–one knapsack problem and the traveling salesperson
problem [140]. In cloud computing, CSO has been utilized
for workflow scheduling considering single and multiple
objectives [141]. Optimization criteria such as makespan,
computation expense, and CPU idle time are considered for
mapping-dependent tasks. In population initialization, CSO
and DBCSO are combined with the traditional genetic algo-
rithm [142]. This hybrid approach, known as hybrid cat
swarm optimization, aims to minimize makespan scheduling
scientific applications using a cloud simulator, outperform-
ing PSO, and binary PSO.

3.7 Firefly algorithm

The firefly algorithm is a nature-inspired optimization
method that draws inspiration from the flashing behavior of
fireflies [143]. This population-based algorithm emulates the
flashing patterns of fireflies to determine the best solutions. In
FA, randomly generated solutions are treated as fireflies, and
their brightness is assigned based on their performance on
the objective function. Firefliesmove randomly if no brighter
fireflies are nearby, but they are attracted to brighter fireflies
if they exist. An efficient trust-aware task-scheduling algo-
rithm using firefly optimization has been proposed in [144],
demonstrating significant improvements over conventional
approaches in minimizing makespan, increasing availabil-
ity, success rate, and turnaround efficiency. Another study

[145] presents an acceptable enhancement in makespan and
resource utilization using FA. The Crow Search algorithm is
integrated with FA to enhance global search capability [146].
A hybrid approach combining firefly and genetic algorithms
is proposed for task scheduling [147]. Furthermore, an intel-
ligent meta-heuristic algorithm based on the combination of
the Improved Cuckoo Search Algorithm (ICA) and FA is
presented in [148], showcasing significant improvements in
makespan, CPU time, load balancing, stability, and planning
speed. A hybrid method combining Firefly and Simulated
Annealing (SA) algorithms is proposed in [149]. In [150],
the cat swarm optimization algorithm is combined with FA
to create a hybrid multi-objective scheduling algorithm. In
the context of Distributed Green Data Centers (DGDCs),
Ammari et al. prioritize delay-bounded applications and effi-
ciently schedule multiple heterogeneous applications while
considering energy and cost optimization and ensuring com-
pliance with delay-bound constraints [151]. They employ
a modified Firefly Algorithm (mFA) to construct and opti-
mize the operational cost minimization problem for DGDCs,
resulting in successful optimization outcomes.

3.8 Gray wolf search optimization

The graywolf optimization algorithm is ametaheuristic opti-
mization algorithm inspired by the social interactions of gray
wolves [64]. Gray wolves hunt in packs, with an alpha wolf
leading the pack andbeta, delta, andomegawolves following.
The GWO algorithm models this hunting behavior to opti-
mize various problems. In the cloud computing domain, the
Performance Cost Gray Wolf Optimization (PCGWO) algo-
rithm is proposed by Natesan et al. [152]. This algorithm
optimizes resource and task allocation in cloud computing
environments. TheModified FractionalGrayWolfOptimizer
for Multi-Objective Task Scheduling (MFGMTS) is pre-
sented in [153] as a multi-objective optimization technique.
It employs the epsilon-constraint and penalty cost functions
to compute objectives such as execution time, execution
cost, communication time, communication cost, energy con-
sumption, and resource usage. Gray Wolf Optimizer is also
employed in [154]. Hybrid approaches have been proposed
to enhance the performance of the GWO algorithm. The
Genetic Gray Wolf Optimization Algorithm (GGWO) com-
bines GWO with Genetic Algorithm [155]. It evaluates the
algorithm’s performance based on minimum computation
time, migration cost, energy consumption, and maximum
load utilization. In [156], a mean GWO algorithm is devel-
oped to improve task-scheduling system performance in
heterogeneous cloud environments. A multi-objective GWO
technique is introduced in [157] for task scheduling to opti-
mize cloud resources while minimizing data center energy
consumption and overall makespan. An enhanced version of
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the GWO algorithm called IGWO is proposed by Moham-
madzadeh et al. [158] to expedite convergence and avoid
local optima. It incorporates the hill-climbing approach and
chaos theory. The PSO–GWO algorithm, combining par-
ticle swarm optimization and gray wolf optimization, is
proposed in [159]. Experimental results demonstrate that
the PSO–GWO algorithm outperforms traditional particle
swarm optimization and gray wolf optimization techniques,
reducing average total execution cost and time.

3.9 Crow search algorithm

The crow search algorithm is a novel swarm intelligence opti-
mization algorithm that imitates the intelligent behavior of
crows in finding and hiding food [160]. Crows are known for
their remarkable cognitive abilities, including remembering
human faces and the location of hidden food. They exhibit
cooperative behavior in food foraging, following each other
to find better food sources. However, if a crow realizes it is
being followed, it will relocate its food to prevent theft. This
behavior has inspired the development of the crow search
algorithm for solving optimization problems.

In the cloud computing task-scheduling field, the crow
search algorithm has been applied to reduce makespan and
select suitable virtual machines for jobs [161]. Experimental
evaluations using CloudSim demonstrate the effectiveness of
the crow search algorithm compared to theMin–Min andAnt
ColonyOptimization (ACO) algorithms. An Enhanced Crow
Search Algorithm (ECSA) is proposed to improve the ran-
dom selection of tasks [162]. Singh et al. suggest the Crow-
Penguin Optimizer for Multi-objective Task Scheduling
Strategy in Cloud Computing (CPO-MTS), which efficiently
utilizes tasks and cloud resources to achieve the best com-
pletion results and exhibits a higher convergence rate toward
global optima [163]. In a multi-objective task scheduling
environment, Singh et al. propose the Crow Search-based
Load Balancing Algorithm (CSLBA) [164]. This algorithm
focuses on allocating the most suitable resources for tasks
while considering factors such as Average Makespan Time
(AMT), Average Waiting Time (AWT), and Average Data
Center Processing Time (ADCPT).

Load balancing across virtual machines is a fundamen-
tal problem in cloud deployment, and a Crow Search-based
load balancing method is introduced to address this issue
[165]. This approach optimizes task resource mapping by
considering average data center power consumption, cost,
and load factors. The Gray Wolf Optimization and Crow
Search Algorithm (GWO–CSA) is proposed to enhance the
resource allocation model [166]. The crow search algorithm
is combined with the Sparrow Search Algorithm (SSA) to
minimize energy consumption in cloud computing environ-
ments [167]. Mangalampalli et al. propose a multi-objective
task scheduling method using the crow search algorithm to

schedule tasks to appropriate virtual machines while consid-
ering the cost per energy unit in data centers [168].

3.9.1 Cuckoo search algorithm

The cuckoo search algorithm is a recent optimization algo-
rithm that takes inspiration from the brood parasitism behav-
ior of certain cuckoo species [169]. These birds lay their
eggs in the nests of other host birds, ensuring their eggs have
a higher chance of survival. The cuckoo search algorithm
simplifies this process into three idealized rules. Each nest
represents a potential solution; a cuckoo can only lay one
egg at a time. Cuckoos search for the best nests to lay their
eggs, favoring nests that resemble the host bird’s (close to
optimal solutions). Lower-quality eggs (worse solutions) are
either discarded or lead to the abandonment of the nest. Lévy
flights are random walks with a heavy-tailed distribution and
are used to select nests for new cuckoo eggs. The algorithm
has been proposed in [170, 171] for optimizing task schedul-
ing in cloud computing.

The cuckoo search algorithm has been combined with
other optimization techniques to enhance its performance.
The Cuckoo Search and Particle Swarm Optimization
(CPSO) algorithms are merged in [172] to reduce makespan,
cost, and deadline violation rates in task scheduling. The
Cuckoo Crow Search method (CCSA) is introduced in [173]
as a practical hybridized scheduling approach to find suit-
able virtual machines for task scheduling. In [174], a cuckoo
search-based task scheduling method is proposed to effi-
ciently allocate tasks among available virtualmachineswhile
maintaining low overall response times (QoS). For resource
management in the Smart Grid, a load-balancing strategy
based on the cuckoo search algorithm is suggested in [175],
which involves identifying and turning off under-utilized vir-
tual machines.

Furthermore, modifications and hybridizations of the
cuckoo search algorithm have been proposed for various
resource scheduling problems. The Standard Deviation-
based Modified Cuckoo Optimization Algorithm (SDM-
COA) [176] efficiently schedules tasks and manages
resources. The Multi-objective Cuckoo Search Optimiza-
tion (MOCSO) algorithm [177] addresses multi-objective
resource scheduling problems in IaaS cloud computing.
The Oppositional Cuckoo Search Algorithm (OCSA) [178],
which combines cuckoo search with oppositional-based
learning, offers a new hybrid algorithm. TheHybridGradient
DescentCuckooSearch (HGDCS) algorithm [179] combines
the gradient descent approach with the cuckoo search algo-
rithm for resource scheduling in IaaS cloud computing. The
CHSA algorithm [180], combined with the cuckoo search
and harmony search algorithms, optimizes the scheduling
process. A group technology-based model and the cuckoo
search algorithm are proposed for resource allocation [181].
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Ahybridized optimization algorithm that combines the Shuf-
fled Frog Leaping Algorithm (SFLA) and Cuckoo Search
Algorithm (CS) is suggested for resource allocation [182].

3.9.2 Glowworm swarm optimization

The glowworm swarm optimization method is a relatively
recent swarm intelligence system that simulates the move-
ment of glowworms in a swarm based on the distance
between them and the presence of luciferin, a luminous
substance [183]. It offers an effective approach to opti-
mization problems. In [184], a Hybrid Glowworm Swarm
Optimization (HGSO) algorithm is proposed to improve
GSO for more efficient scheduling with affordable costs.
This hybrid method incorporates evolutionary computation,
quantumbehavior strategies based on the neighborhood prin-
ciple, offspring production, and random walk. The HGSO
algorithm enhances convergence speed, facilitates escap-
ing local optima, and reduces unnecessary computation and
dependence on GSO initialization. Experimental results and
statistical analysis demonstrate that theHGSOalgorithmout-
performs previous heuristic algorithms for most tasks. GSO
is also applied to address task scheduling issues in cloud
computing [185]. TheGSO-basedTaskScheduling (GSOTS)
method reduces the overall cost of job execution while ensur-
ing timely task completion. Simulation results show that the
GSOTS method outperforms other scheduling algorithms,
such as Shortest Task First (STF), Largest Task First (LTF),
and Particle SwarmOptimization (PSO) in terms of reducing
overall completion time and task execution costs.

3.9.3 Wild horse optimization algorithm

Thewild horse optimizer is a recently developedmetaheuris-
tic algorithm that takes inspiration from the social dynamics
observed among wild horses in their natural habitat. While
WHO shows promising performance compared to specific
algorithms, it faces challenges related to its exploitation
capabilities and the potential for becoming trapped in local
optima. The algorithmic model of WHO is shaped by the
social interactions observed within wild horse populations.
Stallions and the rest of the horse herd play distinct roles
in these populations. WHO is designed to address various
problems by leveraging collective behaviors such as group
dynamics, grazing patterns, mating practices, dominance
hierarchies, and leadership dynamics exhibited by the wild
horse population. The paper [186] introduces an enhanced
version of WHO called the Improved Wild Horse Optimizer
(IWHO). The IWHO algorithm addresses the limitations
of WHO by incorporating three improvements: the Ran-
dom Running Strategy (RRS), Competition for Water Hole
Mechanism (CWHM), and Dynamic Inertia Weight Strategy
(DIWS). These enhancements aim to improve exploitation

capabilities and mitigate the issue of stagnation in local
optima.

3.9.4 Symbiotic organism search

The symbiotic organism search optimization technique is a
nature-inspired approach that can be applied to cloud com-
puting task scheduling. This algorithm is based on organisms
coexisting and utilizing each other’s strengths to survive.
In SOS, organisms represent potential solutions to the task
scheduling problem, and their fitness is evaluated based on
their ability to meet requirements while minimizing resource
consumption and completion time.

The Discrete Symbiotic Organism Search (DSOS) tech-
nique is introduced in [69] specifically for optimal task
scheduling on cloud resources. DSOS iswell suited for large-
scale scheduling problems as it exhibits faster convergence
with increasing search size. However, DSOS can some-
times get trapped in local optima due to the significance of
parameters such as makespan and response time. To address
this, a faster convergent technique called enhanced Discrete
Symbiotic Organism Search (eDSOS) is proposed in [187],
particularly effective for more extensive or diverse search
spaces. The chaotic symbiotic organisms search (CMSOS)
technique was developed in [188] to tackle multi-objective
large-scale task scheduling optimization problems in the IaaS
cloud computing environment. CMSOS employs chaotic
instead of random sequences to generate the initial popu-
lation, enhancing the search process. In [189], the Adaptive
Benefit Factors-based Symbiotic Organisms Search (ABF-
SOS) method is presented, which balances local and global
search techniques for faster convergence. This approach
also incorporates an adaptive constrained handling strat-
egy to efficiently adjust penalty function values, preventing
premature convergence and impractical solutions. Energy-
aware task scheduling in cloud environments is addressed
by the Energy-aware Discrete Symbiotic Organism Search
(E-DSOS) Optimization algorithm proposed in [190]. This
algorithm focuses on optimizing energy consumption while
performing task scheduling. A modified symbiotic organ-
isms search algorithm called G_SOS is suggested in [191] to
reduce task execution time, cost, reaction time, and degree
of imbalance. G_SOS aims to accelerate convergence toward
an ideal solution in the IaaS cloud environment.

3.9.5 Chaotic social spider optimization

The rapid growth of cloud computing has presented chal-
lenges in efficient task scheduling and resource utilization.
Several metaheuristic algorithms have been proposed to
address these challenges. One such algorithm is the chaotic
social spider optimization algorithm, introduced in [70],
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inspired by spiders’ social behavior. This algorithm min-
imizes the makespan and balance load by incorporating
swarm intelligence and chaotic inertia weight-based random
selection. Simulations conducted in the study show that the
proposed algorithm outperforms other swarm intelligence-
based algorithms.

Another algorithm proposed in [192] is the Chaotic Par-
ticle Swarm Optimization (CPSO) algorithm, designed to
improve the limitations of the standard particle swarm algo-
rithm. The CPSO algorithm incorporates a chaotic sequence
in the initialization process to enhance diversity and employs
a diagnosis mechanism to identify premature convergence.
Chaotic mutation is used to help particles escape from
local optima. Simulation experiments demonstrate the fea-
sibility and effectiveness of CPSO for task scheduling in
cloud computing environments. For the multi-objective task
scheduling problem in cloud computing, the Chaotic Sym-
biotic Organisms Search (CMSOS) algorithm is proposed
in [188]. CMSOS utilizes a chaotic optimization strategy to
generate an initial population and applies chaotic sequences
and local search strategies to achieve global convergence and
avoid local optima. The performance of CMSOS is evaluated
using the CloudSim simulator, and the results demonstrate
significant improvements in optimal trade-offs between exe-
cution time and financial cost.

3.9.6 Monkey search optimization algorithm

The monkey search optimization algorithm is a nature-
inspired optimization algorithm that draws inspiration from
the behavior of monkeys in search and foraging activities.
The algorithm aims to solve optimization problems by mim-
icking the intelligent search patterns observed in monkeys.
This paper [193] introduces a novel algorithm called Spider
Monkey Optimization Inspired Load Balancing (SMO-LB)
for load balancing. The algorithm is based on mimicking the
foraging behavior of spider monkeys. Its primary goal is to
balance the load among VMs, improving performance by
reducing makespan (the total time to complete all tasks) and
response time.

3.9.7 Sea lion optimization algorithm

Sea lions are known for their efficient foraging strategies,
where they balance exploration and exploitation to find food
sources in their natural habitats. The SLO algorithm mim-
ics this behavior to search for the optimal solution in an
optimization problem. In SLO, the potential solutions are
represented as a population of sea lions. Each sea lion rep-
resents a candidate solution, and its fitness value reflects its
performance on the objective function. The algorithm uses
a combination of exploration and exploitation strategies to
navigate the solution space. In this paper [194], the sea lion

optimization algorithm is proposed for task scheduling in
cloud computing. The performance of SLO is compared
to other algorithms, including vocalization of whale opti-
mization algorithm, whale optimization algorithm, gray wolf
optimization, and round robin. SLO outperforms the other
algorithms in terms of makespan and imbalance degree.

3.9.8 Virus optimization algorithm

The virus optimization algorithm is a nature-inspired opti-
mization algorithm that draws inspiration from the behavior
of viruses in their quest for survival and replication. This
algorithm mimics viruses’ adaptive and evolutionary mech-
anisms to solve complex optimization problems. The VOA
represents a population of candidate solutions as a set of
viruses. Each virus contains a genetic code representing a
potential solution to the problem. The algorithm iteratively
evolves the population by applying genetic operators such as
mutation, recombination, and selection to improve the qual-
ity of solutions. The key concept behind VOA is the idea
of infection and spreading. Viruses can infect and influence
other viruses in the population, leading to the exchange of
genetic information and the exploration of new regions in
the search space. This spreadingmechanism promotes explo-
ration and exploitation of solutions, enabling the algorithm
to escape local optima and find better solutions. This paper
[195] introduces a novel two-objective virus optimization
algorithm designed for task mapping in cloud computing
environments. The objectives considered in this algorithm
are the makespan and the cost associated with assigning
resources. Building upon the foundation of the genetic algo-
rithm, the VOA proposes redefined parameters to enhance
the sorting ability between virus infection strategies. This
modification aims to improve the algorithm’s efficiency in
achieving high-quality solutions by effectively balancing the
trade-off between makespan and cost.

4 Primary objectives of swarm-based
algorithms

This study assesses comparative analysis among various
swarm intelligence algorithms based on primary objectives.
Table 1 represents the categorizations of swarm intelligence
algorithms based on these criteria. Figure 3 depicts the pri-
mary objectives of swarm-based algorithms. Each criterion
holds its importance in evaluating the effectiveness of the
algorithms in task scheduling for cloud computing systems.
These criteria are:
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Table 1 Primary objectives of swarm intelligence algorithms

Reference Reliability Makespan Cost Security Load
balance

Energy
efficient

Rescheduling Resource
utilization

PSO [75] – Yes – Yes – – – –

[77] – Yes Yes Yes Yes – – –

[76] – Yes Yes – – – – –

[81] – – Yes – – – – –

[82] – Yes Yes – – – – –

[91] – Yes Yes – – – – –

ACO [94] – Yes – – Yes – – –

[95] – Yes – – – – – –

[96] – Yes Yes – – – – –

[97] – Yes Yes – – – – –

[98] – Yes – – – – – –

BA [106] – Yes Yes – – – – –

[108] – Yes – – – – – –

[110] – Yes Yes – – – – –

ABC [113] – Yes – – – – – –

[114] – Yes – – – – – –

[115] – – – – Yes Yes – Yes

[116] – – – – Yes – – –

[117] – – – – Yes – – Yes

WOA [121] – Yes Yes – – – – –

[122] – Yes Yes – – – – –

[123] – Yes Yes – – Yes – Yes

[124] – – Yes – – Yes – –

[125] – Yes Yes – – – – –

CSO [140] – – Yes – Yes – – –

[141] – – Yes – – – – –

FA [144] – Yes Yes – – – – –

[145] – Yes Yes – Yes – – –

[146] – Yes – – – – – –

GWO [152] – Yes Yes – Yes Yes – –

[153] – Yes Yes – – – – –

[154] – Yes Yes – – – – –

[155] – Yes Yes – – Yes – –

Crow
search

[161] – Yes – – – Yes –

[162] – Yes Yes – Yes – – Yes

[163] – – Yes – – Yes – –

[164] – Yes – – – – – –

[165] – – – – – – – Yes

Cuckoo
search

[170] – – – – Yes – – –

[171] – Yes – – – – – –

[172] – Yes Yes – Yes – – –

[173] – Yes Yes – – – – –

[174] – Yes – – – – – –
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Table 1 (continued)

Reference Reliability Makespan Cost Security Load
balance

Energy
efficient

Rescheduling Resource
utilization

[175] – Yes Yes – – – – –

[176] – Yes – – Yes – – –

GSO [185] – Yes Yes – – – – –

WHO [186] – Yes Yes – – Yes – –

SOS [69] – Yes – – – – – –

[187] – Yes – – – – – –

[188] – – – – – Yes – –

CSSO [70] – Yes – – Yes – – –

[192] – Yes Yes – – – – –

[188] – Yes Yes – – – – –

MSO [193] – Yes – – Yes – – –

SLO [194] – Yes Yes – Yes – – –

VOA [195] – Yes Yes – Yes – – –

Fig. 3 Primary objectives of swarm intelligence algorithm in task scheduling of cloud computing

4.1 Reliability

Reliability measures the ability of an algorithm to con-
sistently provide accurate and dependable task scheduling
results, minimizing errors, failures, and system downtime.

4.2 Makespan

This metric measures the total time to complete all tasks in a
scheduling algorithm. It reflects the efficiency and speed of
task execution.

4.3 Cost

The cost criterion considers the financial implications asso-
ciated with task scheduling algorithms. It encompasses
resource usage costs, operational expenses, and optimizing
resource allocation to minimize expenses.

4.4 Security

This criterion assesses the level of protection the algorithms
provide against potential security threats, such as unautho-
rized access, data breaches, and vulnerabilities in the cloud
environment.

4.5 Load balancing

Load balancing evaluates how effectively an algorithm
distributes tasks among virtual machines, ensuring that
workloads are evenly distributed andmaximizes resource uti-
lization. It aims to prevent overloading or under-utilization
of specific resources.

4.6 Energy efficiency

Energy efficiency focuses on minimizing the cloud com-
puting system’s power consumption and carbon footprint.
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Fig. 4 Frequency of primary objectives

Algorithms that optimize energy usage contribute to cost sav-
ings and environmental sustainability.

4.7 Rescheduling

An algorithm can adapt and dynamically adjust task assign-
ments based on changes in workload, resource availability,
or system conditions. Efficient rescheduling minimizes dis-
ruptions and optimizes task execution.

4.8 Resource Utilization

This criterion measures the efficiency of resource alloca-
tion in terms of CPU usage, memory utilization, network
bandwidth, and storage capacity. Higher resource utilization
signifies effective allocation and optimization of available
resources.

Thevarious schedulingobjectives are evaluatedby analyz-
ing the algorithms, as depicted in Fig. 4. Among these objec-
tives, makespan is the most commonly employed scheduling
objective. Cost is identified as the second most significant
factor. On the other hand, reliability is considered by only a
limited number of studies, as indicated in Fig. 4.

5 Simulation Tool

Conducting experiments using new strategies in a real-world
setting is highly challenging due to the potential risks of neg-
atively impacting end-user quality of services. To overcome
this limitation, researchers have turned to various simula-
tion tools to evaluate the effectiveness of novel scheduling
algorithms in different cloud environments. Among these
tools, the CloudSim simulation toolkit has gained signifi-
cant popularity as awell-known platform for task scheduling.
The toolkit offers pre-existing programmatic classes that can
be extended to incorporate specific algorithms for evalu-
ating a wide range of QoS parameters. These parameters

Table 2 Simulation tools

References Swarm intelligence
algorithm

GCC compiler [196] FA

CloudSim [197] PSO

[198] PSO

[177] CSO

[199] PSO

[200] PSO

Real environment [198] ACO and CSA

[201] PSO

Matlab [202] PSO

Java [203] ACO

[204] PSO

CloudSim GCC compiler Real environment Matlab Java

Fig. 5 Usage measurement of simulation tools

include makespan, financial cost, computational cost, relia-
bility, availability, scalability, energy consumption, security,
throughput, and other constraints like deadline, priority, bud-
get, and fault tolerance. In addition to CloudSim, other
reputable simulation tools are available in the cloud, such as
iCloud, GridSim, CloudAnalyst, NetworkCloudSim, Work-
flowSim, and GreenCloud. These tools provide researchers
with comprehensive options for testing and categorizing dif-
ferent techniques. A detailed breakdown of these techniques
and their respective testing tools can be found in Table 2.
The usage measurement of simulation tools for swarm intel-
ligence algorithms is depicted in Fig. 5.

6 Challenges in swarm intelligence
algorithms for task scheduling in cloud
computing

Swarm intelligence algorithms have gained significant atten-
tion for task scheduling in cloud computing due to their

123



Iran Journal of Computer Science (2024) 7:337–358 351

ability to handle complex optimization problems. How-
ever, several challenges are associated with applying swarm
intelligence algorithms in this context. Here are some key
challenges:

6.1 Scalability

As cloud computing environments scale up with many tasks
and virtual machines, swarm intelligence algorithms need
to handle the increased complexity and size of the problem
efficiently.

6.2 Dynamic environment

Cloud computing environments are dynamic, with vary-
ing workloads, resource availability, and task requirements.
Swarm intelligence algorithms should adapt to these changes
quickly andprovide effective task-scheduling solutions.Han-
dling dynamic environments with evolving conditions is a
challenge for swarm intelligence algorithms.

6.3 Multiple objectives

Task scheduling in cloud computing involves multiple con-
flicting objectives, such as minimizing makespan, cost, and
energy consumption while maximizing resource utilization
and load balancing. Swarm intelligence algorithms must
address these objectives’ trade-offs and find optimal or near-
optimal solutions.

6.4 Resource heterogeneity

Cloud computing environments comprise diverse resources
with varying capacities, capabilities, and costs. Swarm intel-
ligence algorithms should consider resource heterogeneity
while making task-to-resource assignments to optimize per-
formance and efficiency.

6.5 Communication overhead

In swarm intelligence algorithms, communication among
agents is crucial for information sharing and coordination.
However, excessive communication can lead to high over-
head and delays. Balancing the communication overhead and
its impact on algorithm performance is a challenge.

6.6 Convergence speed

Swarm intelligence algorithms should converge to optimal
or near-optimal solutions within a reasonable time frame.
The Enhancement of convergence speeds while maintaining
solution quality is a challenge, especially for large-scale task
scheduling problems.

6.7 Security and privacy

Task scheduling algorithms in cloud computingmust address
security and privacy concerns. Ensuring secure communica-
tion, protecting sensitive data, and preventing unauthorized
access or tampering with scheduling decisions are essential
challenges.

6.8 Robustness and fault tolerance

Swarm intelligence algorithms should be robust against fail-
ures, uncertainties, and noisy environments. They should
recover from failures and adapt to changes to maintain reli-
able task scheduling performance.

Addressing these challenges requires ongoing research
and innovation in swarm intelligence algorithms. Overcom-
ing these hurdles will enable more effective and efficient task
scheduling in cloud computing, leading to improved resource
utilization, reduced costs, enhanced systemperformance, and
better service quality for cloud users.

7 Future prospects of swarm intelligence
algorithms

As the field continues to evolve, several future directions and
emerging trends are shaping the development and application
of swarm intelligence algorithms in task scheduling. Some
of these exciting directions are:

7.1 Hybridization and integration

One key future direction is combining and integrating swarm
intelligence algorithms with other optimization techniques.
Researchers are exploring combining swarm intelligence
with genetic algorithms, ant colony optimization, particle
swarm optimization, and other metaheuristic approaches to
enhance the performance and robustness of task scheduling
algorithms. Hybrid algorithms have the potential to lever-
age the strengths of different algorithms and overcome their
limitations.

7.2 Multi-objective optimization

Task scheduling in cloud computing involves multiple con-
flicting objectives, such as minimizing makespan, optimiz-
ing resource utilization, reducing energy consumption, and
ensuring load balancing. Future research will focus on devel-
oping swarm intelligence algorithms that can effectively
handle these multi-objective optimization problems. Multi-
objective swarm intelligence algorithms enable decision-
makers to explore trade-offs among different objectives and
find Pareto-optimal solutions.
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7.3 Dynamic and real-time scheduling

Cloud computing environments constantly evolve,with vary-
ing workloads, resource availability, and user demands.
Future swarm intelligence algorithms must adapt to dynamic
scenarios and perform real-time scheduling. These algo-
rithms should be capable of handling task arrivals, depar-
tures, failures, and resource fluctuations efficiently. Dynamic
scheduling algorithms based on swarm intelligence will
enable better resource allocation and load balancing in
dynamic cloud environments.

7.4 Security and privacy

With the increasing importance of data security and pri-
vacy in cloud computing, future swarm intelligence algo-
rithms will incorporate mechanisms to address these con-
cerns. Researchers will explore techniques to ensure secure
task scheduling, protect sensitive data during the schedul-
ing process, and prevent unauthorized access to cloud
resources. Cryptography techniques, secure communication
protocols, and privacy-preserving mechanisms can enhance
swarm intelligence algorithms to provide robust, secure task-
scheduling solutions.

7.5 Edge and fog computing

The emergence of edge and fog computing paradigms
presents new challenges and opportunities for task schedul-
ing. Swarm intelligence algorithms must adapt to these
distributed computing architectures and consider the unique
characteristics and constraints of edge devices and fog nodes.
Future researchwill focus on developing swarm intelligence-
based scheduling algorithms that optimize resource allo-
cation and task offloading in edge and fog computing
environments.

7.6 Machine learning and artificial intelligence

The integration of machine learning and artificial intelli-
gence techniques with swarm intelligence algorithms holds
great potential for advancing task scheduling in cloud com-
puting. Researchers are exploring reinforcement learning,
deep learning, and neural networks to enhance the decision-
making capabilities of swarm intelligence algorithms. These
algorithms can adapt and optimize scheduling decisions over
time by leveraging historical data and learning from past
scheduling experiences.

The future of swarm intelligence algorithms in task
scheduling for cloud computing is promising and offers
numerous exciting research directions. These advance-
ments will improve cloud computing system’s performance,
resource utilization, and scalability.

8 Conclusion

The rapid adoptionof cloud computing infrastructure anddis-
tributed computing paradigms has enabled many scientific
applications to migrate to the cloud. This transition offers
numerous advantages, such as virtualization and shared
resource pools, which allow for the management and execu-
tion of large-scale workflow applications without the need
for physical computing infrastructure. However, to fully
leverage the cloud’s potential, optimizing resources acces-
sible through cloud computing is essential. In recent years,
swarm intelligence nature-inspired scheduling algorithms
have emerged as a promising approach for optimizing task
scheduling in the cloud. These algorithms have shown supe-
rior optimization results compared to traditional and heuristic
approaches.While several studies have applied swarm intelli-
gence optimization algorithms to solve scheduling problems,
most have focused on a limited number of parameters, pro-
viding only an overview and state-of-the-art analysis.

To gain a deeper understanding of task scheduling tech-
niques based on swarm intelligence optimization, it is cru-
cial to simultaneously consider state-of-the-art, comparative
analysis of performance metrics, research challenges, and
future directions. A comprehensive and systematic assess-
ment of cloud swarm intelligence optimization scheduling
approaches is needed to keep pace with the continuous
growth of nature-inspired algorithms. To the best of our
knowledge, there is a need for a thorough and system-
atic evaluation that provides a comprehensive analysis of
swarm intelligence optimization scheduling approaches in
the cloud. Therefore, this review provides a comprehen-
sive analysis of various swarm-based algorithms such as
particle swarm optimization, ant colony optimization, bat
algorithm, artificial bee colony, whale optimization algo-
rithm, cat swarm optimization, firefly algorithm, gray wolf
optimization, crow search, cuckoo search, glowworm swarm
optimization, wild horse optimization, symbiotic organism
search, chaotic social spider, monkey search optimization,
sea lion optimization, and virus optimization algorithm.
This study also focuses on highlighting their application in
cloud task scheduling. The performance of these algorithms
is also compared using various metrics such as reliabil-
ity, makespan, cost, security, load balancing, rescheduling,
energy efficiency, and resource utilization. The most active
study areas aremakespan and cost, which are concentrated by
most studies. A few simulation tools used in cloud comput-
ing are briefly addressed and contrasted for implementing and
testing new algorithms. ClouSim is the most used simulation
tool among all the tools. It also identifies challenges in cloud
computing and proposes future research directions. Overall,
swarm-based algorithms have demonstrated their potential to
enhance resource allocation, improve system performance,
and maximize the utilization of cloud resources. As the field
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continues to evolve, further exploration and innovation in
swarm-based algorithms are expected to drive advancements
in cloud computing.
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