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Abstract
Educational big data analytics and computational intelligence have transformed our understanding of learning ability and
computing power, catalyzing the emergence of Education 4.0. However, educators and researchers still struggle to identify
appropriate methods to analyze the diverse data generated within educational environments. The complexity and uncertainty
inherent in heterogeneous and homogeneous data often compound these challenges. This study aims to explore the potential
applications of computational intelligence methods to support educational big data analysis. We begin by discussing the
processes involved in educational big data analytics (EDA), including data collection, data preprocessing, feature extraction,
modeling, and evaluation. We then provided an extensive review of computational intelligence and its methods, including
artificial intelligence approaches, machine learning methods, deep learning methods, meta-heuristic optimization approaches,
ensemble techniques, and the Markov model, as applied to educational big data analysis. Furthermore, we discussed novel
application areas for computational intelligence in education, including predicting academic performance, social network
analysis, detecting undesirable student behaviors, adaptive curriculum sequencing and personalization, courseware develop-
ment, and decision support systems. We also mapped various computational intelligence methods to these novel application
areas. Despite the progress made in educational big data analytics implementation, challenging research areas still require
further investigation. These research areas include enhanced academic performance prediction, data-driven intelligent tutor-
ing systems, adversarial machine learning, student engagement, personalized learning, and more. In this paper, we briefly
discussed these ten important research directions.

Keywords Computational intelligence · Machine learning · Educational data mining · Big data analytics · Artificial
intelligence · Deep learning

1 Introduction

Implementation of educational big data analytics and com-
putational intelligence methods in education have changed
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our learning ability, and computing power, and revolution-
ized education 4.0, industry 5.0, and the entire education
sector. Educational big data are important to the formula-
tion of institutional curriculum development and improving
the learning mechanism and processes. Educational big data
analytics largely depends on data to enhance learning expe-
riences. Data are viewed as a new gold [1] as education is
the bedrock of national sustainability and development. The
homogeneous and heterogeneous education-based data are
sourced from convergence and divergence ways that include
web portals, sensors, mobile apps, student records, admin-
istrative records, academic historical records, demographic
data, financial transaction data, etc. [2]. The generated
data appeared in inform of structured, semi-structured, and
unstructured formats, and were analyzed using educational
data mining (EDM) methods for decision-making. EDM is
an emergent area charged with the responsibility to extract
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and analyze the hidden knowledge from the education data
through the use of data mining techniques, such as classifica-
tion, association rule mining, clustering, regression, etc. [3].
Therefore, big data (BD) is a concept that deploys computa-
tional methods to analyze diverse, numerous data sets, and
reveal patterns and associations inherent in the data[4]. Big
data analytics is a phenomenon that reveals the hidden pattern
and correlationswithin the data set [4–6]. Consequently, edu-
cational big data analytics (EBDA) is the process of inferring
meaning through definite stages, such as data collection, data
preprocessing, feature extraction, modeling, and evaluation
methods [7–9]. Educational big data analytics have helped
to process a large significant amount of data in educational
environments for effective decision-making and learningpro-
cesses. Educational big data analytics processes (EBDAP)
such as data collection, data preprocessing, feature extrac-
tion, modeling, and evaluation measure involve sequences
undergo to achieve a comprehensive and efficient data anal-
ysis in the educational data mining domain [4]. EBDAP is
facilitated by computational intelligence (CI).

Furthermore, computational intelligence is the use of
computational concepts such as application, design, and
biological and linguistic development that are highly moti-
vated by computational paradigms [10] to learn intrinsic
characteristics from data. Hence, computational intelligence
is integrated into educational big data analytics and forms
a binding force to intelligently discover the pattern, and
implement significant data analysis, prediction, and decision-
making. The implementation of computational intelligence
methods is set to analyze large data sets to reduce cost and
time and improve smart decision-making. The CI methods
for educational big data analytics entail various fundamental
elements that help to process and analyze significant data
peculiar to education. The fundamental elements include
artificial intelligence (AI), machine learning, deep learn-
ing, meta-heuristic optimizations, ensemble, and theMarkov
model for the decision-making approach [11–14]. Moreover,
computational intelligence methods for educational big data
analysis have been applied in numerous novel areas, such as
prediction of academic performance, social network analysis,
detection of undesirable student behaviors, adaptive curricu-
lum sequencing and personalization, building courseware,
and decision support system [7, 15–20].

However, educators and researchers are still facedwith the
challenges of choosing appropriate methods to analyze data
collected from educational sectors. Some of the challenges
center on the complexity and uncertainty of heterogeneous
and homogeneous data, such as high dimensionality degree
(difficulty in processing and analyzing data set), imprecision,
or missing data [21]. Another major issue inherent in edu-
cational big data analysis is the algorithm interpretability to
proffer solutions and aid the decision-making process in a
contemporary real-life scenario. A quiet number of research

studies have been undertaken in computational intelligence
methods for educational big data analysis [16, 22, 23]. Some
of these studies reported varied performance results, while
others reviewed recent studies in computational intelligence
methods. Therefore, it is difficult to understand these compu-
tational intelligence methods and their intricate natures for
educational data analysis.

For instance, Shu [23] surveyed six techniques for big
data analytics, and outlined exhaustive theories and practices
for big data analysis. However, they failed to comprehen-
sively discuss different issues related to data sets analysis,
and the strength and weaknesses of the big data methods
were not provided. Recently, Iqbal et al. [22] reviewed big
data analytics, computational intelligence, and its applica-
tion areas. This study only focuses on smart cities, the
strength and weaknesses of the identified techniques were
not stated. Moreover, the methods did not focus on edu-
cational sectors. In addition, Bakhshinategh [16] surveyed
educational data mining applications and their tasks for the
past 10 years. This systematic review only covers some appli-
cation areas in EDM; however, appropriate computational
intelligence methods for educational data analysis and their
weaknesses were not discussed. Hernández-Blanco et al.
[24] discussed the applications, current state-of-the-art, and
future directions of deep learning in educational data mining.
Nonetheless, the review focused on only deep learning-based
computational intelligence methods. Other methods such as
meta-heuristics, machine learning, etc., and their strengths
and weaknesses were not comprehensively discussed. A
reviewbyRomero&Ventura [2] presented a reviewof educa-
tional datamining and learning analytics for educational data
analysis. The review discussed various tools, data sets, meth-
ods, and future research areas. Nonetheless, computational
intelligence techniques, strengths, and weaknesses were not
covered. Recently, Limna et al. [25] presents a review cov-
ering the benefits and challenges of artificial intelligence in
education during the digital era. Nevertheless, the studies did
not discuss computational intelligence techniques, strengths,
and weaknesses. More recently, a systematic review by Kad-
doura et al. [26] reviewed machine learning models for
online learning and examination management. This covers
the overview and roles of machine learning phases and anal-
ysis including issues and limitations of machine learning in
the exammanagement. However, it does not discuss CI tech-
niques and its application domain.

Conversely, from our study and to the best of our knowl-
edge, none of these studies have extensively discussed
computational intelligence methods, strengths, and weak-
nesses of the techniques in the educational sector.

Conversely, the current review differs from other reviews
and surveys in the literature in several ways. First, the
review presents a big data analysis process and framework
for educational data analysis. Second, the present review
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outlines different computational intelligence methods for
educational big data analysis, their strengths, and their weak-
nesses. Finally, the paper reviews various areas of application
of computational intelligence for educational big data ana-
lytics. These academic performance predictions, contents
personalization, detection of undesirable behavior in stu-
dents, curriculum sequencing, etc., and recent studies in these
areas. From available studies in the literature, there are no
comprehensive reviews or surveys that provide significant
discussion on these all-inclusive computational intelligence
methods for educational big data analysis.

Accordingly, the contributions of this studies to the current
body of knowledge in computational intelligence, big data
analytics, and educational data mining are as follows:

• To provide an in-depth discussion on educational big data
analytics and the processes for analyzing significant edu-
cational data sets;

• To comprehensively explore the prospective computa-
tional intelligence methods for educational big data anal-
ysis, including strengths, and weaknesses;

• To identify anddiscuss novel recent areas of applications of
computational intelligence for educational big data anal-
ysis and map computational intelligence methods in the
identified novel areas;

The other part of the paper is the breakdown as fol-
lows: Sect. 2 provides educational big data analytics and
its processes. Moreover, computational intelligence is also
explained in Sect. 2.2. An in-depth discussion of computa-
tional intelligence methods for educational big data analysis
is presented in Sect. 3. Section 4 presents the novel applica-
tion areas of computational intelligence for educational big
data analysis. The discussion is presented in Sect. 5. Finally,
Sect. 6 provides the concluding remarks arising from this
study.

2 Educational big data analytics

Big data analytics has played an exhaustive role in edu-
cational data mining (EDM) as it infers meaning through
a definite process. Educational big data analytics (EBDA)
measures, collects, analyzes, and processes data within the
educational learning environments to enhance and opti-
mize teaching and learning outcomes. It further helps with
effective decision-making and enhances educational curricu-
lum developments, program customization, and students’
active participation and engagement, and offers a high level
of academic personalization. In addition, educational sec-
tor administration and industrial workforce are improved
through the technological knowledge of EBDA [27]. There is
a definite process involved in applying educational big data

Fig. 1 Educational big data analytics process

analytics to analyze huge data within the educational envi-
ronment. These processes are explained in the next section
of the review.

2.1 Educational Big data analytics process

The educational big data analytics process (EBDAP) involves
a sequence undergo to achieve a comprehensive and effi-
cient data analysis in the educational data mining domain.
Therefore, EBDAP processes include data collection, data
preprocessing, feature extraction, modeling, and evaluation
measure. The five stages are depicted in Fig. 1 and discussed
below.

2.1.1 Data collection

The systematic process by which data or data sets are
extracted or crawled from online, historical education data,
and institutional education agencies are referred to as data
collection [4]. Significant data sets are collected from edu-
cational environments, such as university administration,
students’ data or affiliates bodies, social media, web portals,
server logs, etc. The format of data collected from students
includes personal profiles and institutional data sources,
such as attendance, performance scores, sports activities, and
assessment reports for extracurriculars, alumni, etc. [28].
Other sources through which data can be collected in the
education system include an iris scanner, Radio Frequency
Identification data (e.g., livestream tracking during online
lectures, address unique identifiers (e.g., IP address, domain
names, UUIDs, GUIDs, etc.), physics model (e.g., games,
CAD, etc.), internet of things (IoT), and wearable sensor like
using smart gadgets, such as smart watches, smart glasses,
smartphones to record lecture materials and delivery presen-
tation [7, 29, 30]. Recently, various authors have utilized this
approach to collect or extract a significant amount of data
or crawl data from their institutions for big data analysis.
Pierrakeas et al. [31] collected available data from 3,882 stu-
dents’ details from the course setupmodule to predict student

123



106 Iran Journal of Computer Science (2024) 7:103–129

Fig. 2 Data collection

Data 

collection Data 

preprocessing Feature 

extraction

Modeling 

Evaluation  

dropout with machine learning models (e.g., decision trees,
rule learners, Bayesian algorithms, neural networks, etc.). A
data set of more than 130,000 log events was parsed from
a custom plugin for Moodle and was further collected from
severalmassive online open courses (MOOCs) self-regulated
learning and a custom plugin for Moodle [15, 32]. Mas-
sive data collected from educational sectors enable big data
analytics for various applications, such as students’ dropout
prediction, curriculum sequencing, content personalization,
etc. The media for data collection in education data mining
are diagrammatically shown in Fig. 2

2.1.2 Data preprocessing

Data preprocessing is the second stage in educational big
data analytics.Data preprocessing involves the art of cleaning
the collected data, data integration, and data compression. In
furtherance to the data preprocessing, it encompasses fixing
missing values, removing duplicate data, locating irrelevant
data parts, and altering the spotted noisy data. The essence
of data preprocessing is the big volume, duplication, and
uncertainty features of the collected data which require an
intelligent technique before storage [33].Moreover, data pre-
processing undergoes the processes of refinement, orchestra-
tion, virtualization, andblendingoperations [29].Refinement
converts structured and semi-structured data using statistical
techniques into an organized format. Orchestration involves
the composition of the data, and blending approaches to fuse
big data from multiple data sets. A multidimensional view
of underlying big data is envisaged by blending the oper-
ations. However, after the tedious tasks of data collection
and preprocessing, it is stored in the database as text files,
video or audio files, image files, or various other file for-
mats. It is an essential component as it filters, integrates,
transforms, reduces, and cleans the actual data ready for fur-
ther analysis in an educational environment. For instance,
during students’ enrolment and examination result computa-
tion, incorrect value or mismatch data are found inconsistent,
grades or results might be missing, duplication and incom-
plete candidate’s records, etc. may be found and clean to
a well-formed data. There are inherent challenges faced in
data preprocessing. Various studies have attempted to solve

these problems which include data types (text, sensor, audio,
and video), erroneous and noisy data, and data duplication.
In their recent study, Gracie-Gil et al. [34] utilized homoge-
neous and heterogeneous ensemble filter methods to remove
noise issues in big data classification. The methods produce
an easy smart data set from any significant data classification
issue. However, multiclass data and cost-sensitive filters still
need to be addressed for the effective removal of instances
from the majority classes. Furthermore, data preprocessing
was applied in the data set that contained 300 instances with
24 attributes from student academic’s performance for well-
formed data using WEKA to predict student dropout [35].

Figure 3 shows the preprocessing stage.

2.1.3 Feature extraction

Feature extraction [35] determines the most significant
attributes to train the data mining algorithms. Some
important feature values include correlation-based, gain-
ration, information-gain, relief, and proportioned uncertainty
attribute evaluation. In other words, greedy search remains
the only correlation-based attribute as such as are search
method ranked. Feature extraction tackles the problem of
finding the most informative, distinctive, and reduced set
of features tackled by the feature extraction phenomena.
It improves the optimum practice of data storage and pro-
cessing. Therefore, it is essential in the sense that a quiet
number of attributes can be effectively reduced. It enhanced
the speed of data mining using classification type of super-
vised learning techniques. In addition, feature extraction (FE)
is important, because it represents and analyzes the valuable
attributes or variables that are most relevant after data clean-
ing. For precise processing, the cleaned data in the database
are reduced to more manageable attributes. The significant
data sets from the preprocessed database are used for predic-
tion modeling. It encompasses normalization mathematical
metrics that usually capture the appearance of attributes and
data sets. Furthermore, Feature extract has played a signifi-
cant role in educational data mining (EDM). For example,
during student academic performance (SAP) and student
drop prediction (SDP), learning analytics (LA), massive
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Fig. 3 Data pre-processing

online open courses (MOOCs) training, education curricu-
lum review (ECR), etc. so many variables or data sets are
collected and preprocessed and not all preprocessed variables
will be used for modeling and prediction. The feature extrac-
tion approach reveals or selects the appropriate variables
that are mostly needed. Various studies have utilized this
approach for analyzing large educational data. For instance,
Chen et al. [36] extracted learning behavior records such as
effective learning time features fromweekly course launches
to predict MOOC dropout. It improves the accuracy of the
decision tree and extreme learning machine algorithms (DT-
ELM). The proposed features achieved 12.78%, 22.19%, and
6.87% which is higher when comparing the accuracy to the
baseline algorithms, such as AUC and F1-score. In addition,
important features such as grades, dates, results, and num-
ber of attempts were extracted from a data set containing
487 students’ details to predict student drop using machine
learning algorithms. The proposed algorithms achieved high
prediction accuracies of 95%after 3 semesters than the classi-
fication of 83% accuracy [37]. The feature extraction process
is illustrated in Fig. 4.

2.1.4 Modeling educational big data analytics process

Modeling is a very important stage in analyzing educational
data. After feature extraction and selection, the important
attributes or variables are utilized for effective analysis of
educational data. The essence of the modeling stage is to
train and test the extracted feature for result orientation and
to support effective decision-making. There are various data
miningmodels or techniques deployed inmodeling extracted
features from educational data. Some of the data mining
models include decision trees (DTs), logistics regression
(LR), Naïve Bayes (NBs), support vector machine (SVM),
k-nearest neighbors (k-NN), and random forest (RF), etc.

Fig. 4 Feature extraction
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Fig. 5 Modeling algorithms

[38–41]. Some of these models are discussed below, while
the diagram represented is shown in Fig. 5.

A decision tree [40] is one of the predictive modeling
created by recursively splitting extracted features based on

123



108 Iran Journal of Computer Science (2024) 7:103–129

observed inputs. Decision trees (DTs) select features with
considerable classification ability. This is called a non-cyclic
flowchart [42]. DTs are implored to visually exemplify and
inform decision-making. The importance of decision tree
knowledge is to create a real working model that will pre-
dict the value of a target label based on input attributes in
educational data mining. Hence, the attributes of the data
that form observation are depicted by the branches, and the
conclusions (target value of the data) are represented in the
sheets. A decision tree is made up of three nodes. These
include (i) a root node (initiates the tree), (ii) an internal
node (associated by a decision rule and split into two child
nodes), and (iii) a terminal node (no child nodes). In the same
view, the root and internal nodes; the binary decision rule are
defined by a cut point on an identified input. It is now estab-
lished that recursive partitioning D into smaller subsets D1,
D2 …Dk until attaining the specified stopping criterion which
is aided by DTs. For clarity purposes, all the identified sub-
sets belong to a single class. Similarly, using a single feature
split is recursively defined for all nodes of the tree using
nearly criterion. Hence, DTs knowledge contribution has led
to effective prediction in the field of educational data mining.
For instance, Chen et al. [36] combine a decision tree with
an extreme learning machine to determine student dropout in
massive open online courses (MOOCs) with an accuracy of
91.48%. In addition, potential dropout in higher education
was determined with DTs using student demographic data
and the characteristics of their academic progression [41].

Logistic regression [41] is a predictive classification
model based on the probability of data attributes and iswidely
used in statistics for prediction. The coefficients of the model
are utilized for predictive and descriptive reasons. Logistic
regression (LR) birthed the linear regression model which is
only used to predict numeric target attributes [43]. Though,
the set target attribute can be nominal. Going forward, deter-
mine whether a customer is interested in the on-sale product,
know if a student is engaged or lost interest, and whether
a student will get a question correct. The logistic regres-
sion model assumes a linear relationship among variables
and is incorporated in most machine learning libraries [31]
and mahout [44]. A recent study utilized logistic regression
to predict the probability of student dropout [41] and achieve
a precision of 83.47%. However, it requires more models to
detect potential dropouts.

Naïve Bayes [45, 46] is a Bayesian classifier that deter-
mines the probabilistic relationship between the classes and
their attributes. Naïve Bayes (NBs) utilize the probability
phenomenon bestowed on the fact that a new instance of the
data set is correctly classified by offering a probabilisticmea-
sure in the classification results. The NB classifier is a simple
classification model based on Bayes’ theorem (class variable
value is assumed to be independent) [47, 48]. Bayes’ theorem
is mathematically depicted [49]

P(A|B)

� P(B|A)P(A)
P(B)

where A and B are two different events,

P (A) and P (B) are the probability of A and B occurring ,

respectively.

P(A|B) is the probability of A occurring given that

B has already occurred

On this basis, the idea if the starting hypothesis is powered
only by the NBs, is “that all the attributes are independent
of each other”. Naïve Bayes has produced excellent per-
formance results in the prediction of collected data based
on the probabilistic dependence and independence relation
between the data. For instance, Viloria et al. [50] utilized
Naïve Bayes in the dropout analysis using socioeconomic
data obtained from students’ records, Engineering sciences
faculty at Mumbai University from 2017 and 2018. Hence,
the study obtained an 87% accuracy result. In addition, [31]
applied Naïve Bayes to achieve 73.45% accuracy after the
analysis of why students drop out in distance learning and
predicted dropout-prone students at the end of the session.
Nonetheless, the applicability of more models is needed to
advance toward the tale end of student studies.

Random forest [51, 52] is a dominant non-parametric sta-
tistical method or machine learning-based model that has
two-class and multi-class classification and regression prob-
lems in a single andmultipurpose framework. The framework
is included some libraries, such as Mahout Library, Spark
Library, R Package, and Python Library. Random forests
(RFs) are usedwidely for high-performance data analysis and
require few parameter tuning to achieve optimal results. RFs
is also an ensemble model that uses the results from many
different models to compute responses based on the avail-
able data. Random forest builds a series (forest) of CART
(classification and regression tree) that recursively partitions
a group of reference variables to predict definite responses,
such as dropout rate in higher institutions, or disease states
in the healthcare system [51].

Various authors have utilized random forests and their
components such as a latent class for intelligent computing.
For instance, the latent class forest was utilized to recursively
partition observations into groups to help identify at-risk stu-
dents of failing the course offered in the higher institution
[40]. The RFs formed a series of decision-making body’s
stand in as weak categorizers, which are poor predictors but
strong general predictions. Hence, RFs help smart learning
analytics (SLA) to unveil all ages student with a knowledge-
established framework to take full advantage of all categories

123



Iran Journal of Computer Science (2024) 7:103–129 109

of resources as well as intelligent tools and achieved a result
of 79% accuracy [13]. In addition, the RFs algorithm was
applied during the analysis of undergraduate academic per-
formance, which achieved 71.15% accuracy in the overall
result [42, 49].

K-nearest neighbors is one of the classifications of
algorithm-based computational intelligence that has been
utilized for educational big data mining. K-nearest neigh-
bors (k-NN) model selects first the k closest samples for a
test sample from all the training samples, and the rest of
the samples are predicted with a simple classifier called the
majority classification rule [53]. In a simple definition, when
an unknown data point is categorized upon which its class is
already known is termed as K-nearest neighbors [54]. More-
over, it is built on learning through close examples in the
space of the elements. The essence of KNN is to monitor
sample data classified by the majority class. KNN models
are established to close the gap in training data between new
features and products-based. Therefore, it depends on the
principle of finding k products by identifying training data
closest to the testing algorithm available. This is to say, KNN
determines test documents for training data that is the nearest
range to that of the test available information prediction for
the majority of KNN. K-nearest neighbors is implemented
in machine learning based platform, such as Spark, Python,
R package etc. [34]. Several studies have utilized the KNN
models in educational big data analysis. For example, Kausar
et al. [13] applied KNN models in smart learning analytical
data to stimulate students’ in-depth understanding of the per-
spective of course content sequencing and organization. The
implemented algorithms achieved 74%accuracy. In addition,
KNN was used in predicting the potential dropouts of stu-
dents in higher institutions using demographic and academic
data and achieved a cumulative detection percentage and per-
formance precision of 37.88% [41].

Support Vector Machine (SVM) is a computational intel-
ligence technique deployed in the analysis of educational
big data. In a simpler form, the SVM model segregates two
classes (hyper-plane or line), which is applied to solve regres-
sion or classification problems [7]. Support Vector Machine
[55, 56] is based on VC-dimensional (that is {f (a)}) and
uses a maximum number of training points) principle of
statistical learning theory. The algorithm is based on two-
group classification problemswhich categorize new text after
labelled training data. Most importantly, the reason for SVM
in educational data mining is to solve the linear constraint
quadratic programming issue and finds the global optimal
solution that invariably resolves the challenges of overfitting
inherent in the conventional neural network [56]. SVM has
been utilized in several areas, such as pattern classification
recognition, prediction time sequence, function regression
estimation, and stock trend. Furthermore, various authors
have applied the SVM model for effective prediction. For

instance, pre-warning student academic performance was
predicted using SVM and obtained 48.6% accuracy [57].
More so, the study by Vidhya & Shanmugalakshmi [58] uti-
lized SVM in the multiple analysis of students’ performance
in mathematics-related subjects with regard to a modified
adaptive neuro-fuzzy inference system, hence, achieving
92% accuracy.

2.1.5 Evaluation measure

The evaluation measure is the final stage in education data
mining analysis. There is a need for an assessment or
appraisal of the model deployed with the baseline model.
Evaluation methods check the quality of the system before
deployment to achieve maximum results. For example, in
the analysis of student academic performance (SAP), stu-
dent dropout prediction (SDP), and analysis of MOOCs
learner’s state, etc. The evaluation measures are carried out
to obtain accurate results of implemented models. Perfor-
mance metrics for the evaluation of data analytics models
are categorized into several methods depending on the types
of models used. These include mean absolute error (MAE),
receiver operating characteristic (ROC), root mean square
error (RMSE), relative absolute error (RAE), and root rela-
tive squared error (RRSE). In addition, performance metrics
such asKAPPA (KAP) statistics, accuracy (ACC), sensitivity
(SEN), specificity (SPC), and precision [7, 8, 15, 59] are used
to evaluate data analytics models. The MAE, RMSE, RAE,
and RRSE run a comparison of the used models, hence, the
essence is to assess discrepancies between the predictions or
forecasts provided by the models and the real-world results
that are actual outcomes [60].

Different studies have utilized some of the models for the
effective evaluation of education datamining algorithms. For
instance, Tsiakmaki et al. [15] utilized the accuracy of the
confusion matrix, mean absolute error (MAE), and receiver
operating characteristic (ROC) to evaluate the performance
of the classification models. In addition, [59] evaluated dis-
tributedmachine learning using f-measure as aweighted sum
of the precision and recall measures to solve the difficulty of
clustering at scale. In addition, five evaluation measures such
as accuracy, MAE, RMSE, RAE, and RRSE were utilized as
a performance measure to analyze and predict the academic
performance of a student. In terms of student dropout and
academic performance measure of students, different eval-
uation measures such as accuracy, sensitivity, specificity,
precision, and KAPPA has been deployed to evaluate the
rate of dropout of students in the higher institution [7, 8, 15].
The ratio of correct predictions to the total number of pre-
diction cases is termed accuracy. Sensitivity is responsible
for the correct use of probability means to classify student
dropout. The probability that a successful student is correctly
described is determined by the specificity approach. Then,

123



110 Iran Journal of Computer Science (2024) 7:103–129

precision ensures the conditional probability of dropout clas-
sified students in the correct order is achieved. In addition,
KAPPA predicts the majority category in all observations.
This is mathematically explained as Accuracy (ACC) �

(T P+T N )
(T P+T N+FP+FN )

, Sensitivity (SEN) � T P
(T P+FN )

, Specificity

(SPC) � T N
(T N+FP) , Precision � T P

(T P+FP) , KAPPA (KAP) �
ACC

(1−ACCr )
whereACCr istheexpectedaccuracy.

It is worth noting that True Positives (TP) count non-
successful events. True Negatives (TN) determine successful
events which are correctly represented as successful. False
Positives (FP) focus on successful events that are also mis-
represented. False Negatives (FN) represent non-successful
events that are misrepresented as successful. In addition,
ACCr is the expected accuracy.

2.2 Computational intelligence

Computational intelligence (CI) is deemed as the theory,
design, application, and development of biologically and
linguisticallymotivated computational paradigms [10]. Intel-
ligence simplymeans the ability and capability to familiarize
ourselves with the environment and to solve problems
associated with secular environments [11]. Computational
intelligence has played a significant role in developing an
intelligent system that aided decision-making and reshaped
the phenomenon of educational development in Nigeria
and beyond. CI consists of some components which are
considered traditional pillars for developing intelligent sys-
tems. These components include neural networks and fuzzy
systems as well as evolutionary computation and ambient
intelligence [61, 62]. Others include artificial life, cultural
learning, artificial endocrine networks, social reasoning,
and artificial hormone networks. In addition, more recent
paradigms such as deep learning methods, artificial intel-
ligence, machine learning, meta-heuristic optimization, etc.
have emerged [22, 63, 64]. Computational intelligence [65] is
developed to discover new patterns, modeling, effective pre-
diction, and data analysis. In the subsequent section, themain
fundamentals of computational intelligence techniques will
be discussed. These fundamentals include artificial intelli-
gence (AI) such as deep learning, fuzzy andmachine learning
methods, meta-heuristic optimization, ensemble techniques,
and theMarkovmodel for the decision-making approach and
how these methods are utilized to analyze big educational
data.

3 Computational intelligencemethods
for educational big data analysis

The computational intelligence method for education big
data analysis (CIAEBDA) entails the various elements that

help to process and analyze significant data peculiar to edu-
cation. We categorize computational intelligence into six (6)
main fundamental elements. These include artificial intelli-
gence (AI), machine learning, deep learning, meta-heuristic
optimization, ensemble techniques, and the Markov model
for the decision-making approach as earlier outlined.

3.1 Artificial intelligencemethod

Artificial intelligence is a concept that plays a significant
role in implementing an intelligent system in computing
paradigms and data analytics. Artificial intelligence is the
new normal and key power in today’s business develop-
ment, classroom training, and education 4.0 in general.
Hence, education 4.0 plays a unique role through the use
of contemporary learning strategies that include games,
research-based, and other related problem-based learning
that is linked to collaborative teaching and learning. In
addition, brainstorming-based techniques centered on cyber-
netics theory, and information–communication technologies
applications have created open research areas [11] in educa-
tion. AI in educational data analysis is utilized majorly for
student evaluation, individualization of learning processes,
improvement of seminars, workshops, and presentations, and
searching for useful information that supports teaching and
learning [11]. AI further provide support to education builder
and learners through academic sustainability. This concept
is essential in future education for curriculum development,
policy formulation, training enhancement, customized learn-
ing that runs through natural language processing, speech
recognition, speech synthesis interaction, student evalua-
tion, prediction of learning levels, and decision-making [38].
Therefore, AI is further breakdown into three categories.
These include the neuro-fuzzy method, genetic fuzzy, and
evolutionary fuzzy cognitive map. The categories are dis-
cussed in the subsection, and their strengths and weaknesses
are provided in Table 1.

3.1.1 Neuro-fuzzy method

Neuro-fuzzy method [58] is a computational intelligence
method that combines the artificial neural network (ANN)
with that fuzzy logic. It utilizes a learning algorithm obtained
by neural network theory to determine its parameters (that
is the fuzzy rules and fuzzy sets) by processing sample data.
This method is important in diverse fields, such as the health-
care system, agriculture, and especially in education [66,
67]. Neuro-fuzzy method has gained momentum recently
and the method is used to enhance electronic learning, stu-
dent categorization, and prediction. For example, Khodke
et al. [68] utilized an interactive educational development
tool powered by AI planning for robotics otherwise known
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Table 1 Artificial intelligence methods, strengths, and weakness

Methods Description Strength Weakness References

Neuro-fuzzy Neural network theory
determines its parameters by
processing sample data
through a learning algorithm

Simplicity, robustness, and
easy extension of the
knowledge base by new
rules formation. This is
represented based on
linguistic variables that
inherent uncertainties of
human knowledge

This relied on the knowledge
of an expert to make
inferences and logical rules
that cannot be generalized.
In addition, suitable
membership values are not
easy to find

[58, 71, 83, 84]

Genetic fuzzy This identifies structure and
parameter through the search
process (e.g., laws of natural
evolution selection)

Flexible with good
interpretability in terms of
if–then rules. In addition,
avoidance of over-general
rules

The method has high
computational complexity,
difficulty in choosing a
membership, and is
time-consuming

[72, 85–88]

Evolutionary fuzzy
cognitive map

Represents causal reasoning
for decision support. In
addition, integrating prior
experience and knowledge
regarding a subject matter

The method offers optimal
solutions and involves easy
systematic development of
a clear human-readable
structure for
decision-making

Time-consuming for large
data sets and operating
under multi-stimulus
dynamic environments. In
addition, it is difficult to
analyze and interpret

[62, 80–82, 89]

as REACT. This tool detects human expression using psy-
chological signals based on neural networks. However, it
requires more features of fuzzification and hybridization of
the technique for efficient results in the e-learning tutorial
systems. To reduce the issue of fuzzification and optimiza-
tion of millions of parameters, a recent study integrated deep
learning with neuro-fuzzy (deep neuro-fuzzy classifier)for
educational data analysis [21].

Furthermore, the factors associatedwith student academic
performance and psychological prediction of course selec-
tion through in-depth data analysis is vital especially when
selecting courses for postgraduate students having consid-
ered undergraduate performance. Hence, going by these
challenges, Petković et al. [69] proposed a modify hybrid
neuro-fuzzy inference system (M-HNFIS) to predict Post-
graduate course selection. The proposed method analyzes a
questionnaire that focused on demographic and educational
factors. The proposed hybrid neuro-fuzzy inference system
achieved 97.5% accuracy in the course selection process.
Nonetheless, more investigation on the parameters and tech-
niques based on curriculum or graduation attributes of the
course is required. In addition, the computational intelli-
gence of the adaptive neuro-fuzzy inference system (ANFIS)
method for data analysis has been deployed for the effective
evaluation of pupil performance based on e-learning plat-
formswhich produced high performance [70]. A recent study
by Naaj et al. [71] utilized a neuro-fuzzy approach to predict-
ing students’ academic performance with much emphasis on
the factors affecting the rate of academic performance of stu-
dents, such as course attendance rate, course category, school
type, and grade point average (GPA). Nonetheless, the study
failed to consider some important influences, such as scores

on English fluency tests, age, finance, health challenges, and
other economic crises, etc.

3.1.2 Genetic fuzzy method

The genetic fuzzy method [72] is one of the soft computing
intelligence that utilizes genetic programming designed to
identify structure and parameters through the search process
grounded on the laws of natural evolution selection. This con-
cept is derived from the fuzzy logic principle. Fuzzy logic
could be best described as a unique intelligent computing
paradigm that unilaterally and concurrently processes numer-
ical data and linguistic knowledge. A genetic Algorithm
contains categorically three operations, such as selection,
genetic operations, and replacement. Hence, the uncertainty
representation features of fuzzy logic with the learning abil-
ity of the genetic algorithms are combined by the genetic
fuzzy.Going by the deviations inmeasurement deltas, a fuzzy
system is produced andGAoptimized the rule base andmem-
bership functions.Moreover, the genetic fuzzy system is used
for solving utilizing multi-modal data, where fuzzy logic
presents a robust and flexible inferencemechanism in subject
challenges to maintain imprecision and uncertainty [72, 73].
A fuzzy system is easy to interrelate based on the knowledge
of linguistic representation. Nonetheless, the hybridization
of the GA and fuzzy logic accelerate an advanced soft com-
puting approach known as the genetic fuzzy system (GFS),
in which a GA is deployed to develop a fuzzy system by
turning the fuzzy mechanism of membership functions and
understanding the rules of the fuzzy.

Furthermore, the application of genetic fuzzy systems has
been widely utilized in different fields to solve problems in
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such areas that include bio-inspiration in engineering, soft-
ware testing, biology, real-time system identification, mining
classification rules in significant data sets, quantum comput-
ing, vector processing, andmostly in education. For instance,
the optimization problem of examination timetabling [74]
was handled with genetic algorithms. The candidate gener-
ates solutions through the chromosomes. Hence, the number
of exams to be taken by the candidate measures the length
of the chromosome length. Each genome is made of a times-
lot, a list of classrooms, and an observer’s indices list for
each classroom index. The GFS was utilized in the educa-
tion development process and analysis of qualitative data
to balance the curriculum thereby improving the rate of
student success and increasing the standard of the higher
institution [75]. In addition, the genetic fuzzy approach
was applied to educational data and data sets of students
of Shahid Rajaee University of Tehran to predict the stu-
dent academic performance (SAP), where 1.09–24.39% and
0.29–6.57% accuracy were obtained [76]. More so, a study
by Cuzzocrea et al. [77] developed a framework to deter-
mine the degrees of membership of the places of articulation
in phonetics. The genetic–fuzzy algorithms were utilized
to analyze the transitions between phonemes gotten from
the IPA (International Phonetic Alphabet) to allow simpler
adaption to various languages. The proposed hybridization
achieved an efficient subjective evaluation result of up to
89%. In the same manner, the genetic fuzzy algorithm ana-
lyzes and solves the problem of academic staff planning,
allocation, and optimization, thereby providing an excel-
lent reduction of computational complexities that emanated
as a result of reorientation [78]. Recently, Shokouhifar and
Pilevari [79] integrated a genetic algorithm and adaptive
neuro-fuzzy (ANFIS-GA) approach to enhance the assess-
ment of e-learning resilience for the period of coronavirus
disease (COVID-19) outbreak and post-COVID-19. This
approach helped to evaluate the improvement of resilience
toward e-learning during the COVID-19 pandemic. How-
ever, due to the multiplicity of the desired result, it requires
more approaches such as fuzzy machine learning to ensure
accurate result and generality.

3.1.3 Evolutionary fuzzy cognitive mapmethod

Evolutionary fuzzy cognitive map [62] is one of the artifi-
cial intelligence computational tools that represents casual
reasoning for decision support which was proposed by Bart
Kosko in 1986. The cognitive map (CM) is a visual repre-
sentation of a person’s or group of students’ mental models
for a given concept. CM has no visual or special rules that
must follow for analysis to take place. For example, cogni-
tive map representation is experienced when a new student
is making inquiring for directions to the faculty, you can

create a mental image in your mind of the roads, remark-
able places to turn, etc., along the way to the faculty from
the point him/her is starting from. Then, the fuzzy cogni-
tive map (FCM) is a highly influential fuzzy-graph tool for
the simulation of dynamic complex tasks, predicting learn-
ing systems that have many dependent variables in uncertain
academic environments [80, 81]. The importance of FCM to
the education learning environments is vital as it mimics a
systemwith the use of basic concepts and causal relationships
among them, modeling and carryout decision-making con-
cerning data uncertainty. In addition, FCM is represented by
integrating prior knowledge and experience about the subject
matter or course study.

Furthermore, the evolution of fuzzy cognitive maps has
created unprecedented achievement in various aspects of
learning. For instance, FCM reconstructs the premises asso-
ciated with the behavior of a given agent, assists decision-
makers to consider effective representation in any assigned
task, and generates a more accurate description of a complex
strategic function [80, 82]. An earlier study by Poczeta et al.
[62] utilized a multi-layer fuzzy cognitive maps approach
to analyze complex problems related to different concepts
that are comprised of other parameters based on the learning
criterion output or decision concepts. In addition, FCM was
utilized in decision-making to simulate students learning for
human activity simulation in an ambient intelligence model
[81].

3.2 Machine learningmethod

The machine learning method [12] is one of the com-
putational intelligence methods that have the ability and
capability to analyze, inform meaning, and predict the out-
come from significant education data and other generated
data sources. The benefit of machine learning algorithms
in computational intelligence includes: providing fast pro-
cessing and real-time predictions. In addition, determine the
probability of award-winning academic research, enables
feature learning, helps in parameter optimization, dynami-
cally handles multi-dimensional and multi-variety data, and
provides complex process educational environments [90].
Machine Learning (ML) beckoned on two major aspects
that is classification and prediction. It is crucial, because it
supports computers with the ability to learn without being
necessarily programmed and targets predictions dependent
on established properties learned from training data sets. The
ML methods focus on initially established properties from
the training data to make predictions for future or unknown
properties. The machine is classified into three and includes
supervised, unsupervised, and re-enforcement learning. The
supervised machine learning algorithms include regression
models, decision tree, random forest, while unsupervised
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machine learning is made up of clustering, association anal-
ysis, Hidden Markov Model, etc. [91, 92]. As supervised
learning predict value based on labeled data, then, unsuper-
vised learning base prediction value on unlabeled data. In
addition, predictions based on the feedback process is learn is
achieved by the re-enforcement learning approach. ML algo-
rithms typically consist of two phases that are training and
testing. Progressively, training data develop amodel,whereas
the testing phase validates models that are developed. ML
follows some stringent steps in solving problems, especially
in educational big data. These steps include (a) identifying
class features/attributes and classes from training data, (b)
locating a necessary subset of the attributes for classification
(i.e., feature/dimensionality reduction), (c) learn the model
using training data, and (d) utilize trained model to classify
the unknown data.

Furthermore, each feature in the training phase, class is
learned using the appropriate algorithms from the training
set. In like manner, new data in the testing phase are run via
the model as well as the algorithm classifies. This is known
whether it belongs to one of the classes identified in the train-
ing data sets. For instance, using a case of educational data
sets, such as student academic performance predictions (e.g.,
MOOC,dropout, etc.), automatic readingof handwriting, and
automatic text classification (like spam filtering) [93]. The
machine learning analysis procedure is depicted in Fig. 6
and the strengths and weaknesses are shown in Table 2.

In the figure, we identify four major procedures [91]
in machine learning analysis; hence, the data are the first
step which is pre-processing that includes data collection,
cleaning, and structuring, through problem definition and
assembling a data set. Step two focuses on training data
by features extraction and training, third steps concentrate
on testing the desired data sets through performance and
evaluation. Finally, the last step is the model prediction
based on the resulting model that may be predicted. Further-
more, machine learning methods have been notably utilized
in numerous areas of educational data analysis and have
proven to be efficient. For instance, Maestrales et al. [94]
utilized machine learning methods to analyze and score
multi-dimensional assessments of courses, such as physics

and chemistry. In their implementation, 26,000 samples
and 6,700 students undertook the responses, whose result
(Cohen’s k � 0.40–0.75) to excellent (Cohen’s k > 0.75)
was significant and improved the scoring placed on teachers.
Nevertheless, there are still inherent challenges in scoring
three-dimensional assessments compare to two-dimensional
assessments, hence, requiring further research.Monllaó et al.
[95] deployed a supervised machine learning framework to
assess and identify students at risk of dropping out ofmassive
open online courses (MOOC). The study utilized attributes,
such as student enrolment details, courses, and site users’
information for the prediction. The researchers used a Python
machine learning backend alongside with supervised learn-
ing framework for the assessment. The student enrolments of
46,895 in MOOCs eight times from 2013 to 2018 were anal-
ysed. The results showed that the average accuracy achieved
is 88.81%having a 0.9337 F1 score and an areaROC curve of
73.12%.However, the assessmentmodel used a fewattributes
instead of multi-variant attributes in the prediction andmight
be difficult to generalize to most of cases dropping out risk
in MOOCs and other learning analytics. A recent work by
Tsiakmaki et al. [15] presented automated machine learning
(autoML) techniques such as classification and regression to
predict the outcomeof student participation in online learning
using decision trees and rule-based classifiers. The data were
collected through a custom plugin for Moodle. Nevertheless,
such a method is error-prone with high computational time.
AutoML purely lacks basic features such as interpretabil-
ity and decision-making of the produced results and may be
prone to failure. An early warning system based on educa-
tional big data has also been implemented to solve student
performance challenges [96, 97]. In addition, Ciolacu et al.
[98] implemented Education 4.0 with learning analytics and
machine learning algorithms to predict the final score from
the final examination taken by the students.Machine learning
helps in gifted education [92]. This was demonstrated using
neural networks and supervised learning to achieve human
elevation. Atkinson [99] utilizes machine learning models to
analyze data streams having an intuitive parameterization by
deploying the use of linear regression and K-means cluster-
ing to balance streamingdata. Furthermore,machine learning
methods have significantly changed and improved education
development and school administration through its excellent
libraries [12, 93, 100]. In addition, students’ behavioral and
academic data were used to ensure effective prediction of the
performance of student success usingmachine learningmod-
els [101] and effective access to mobile learning platforms,
especially during the period of the COVID-19 pandemic
using J48 machine learning classifier, and achieved 89.37%
accuracy [102].

A recent study by Sreenivasulu et al. [103] utilized
machine learning methods to predict the low performance
of pupils and dropout rates using student grades from the
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Table 2 Machine learning technique, strength, and weakness

Methods Description Strength Weakness References

Decision tree Recursively splitting extracted
features based on observed
inputs. It predicts the value of
a target label based on input
attributes. In addition, visually
exemplify and inform
decision-making

Good at handling general
features and requiring few
parameter tuning. It supports
linear solutions

Interpretability of an
ensemble of trees is
difficult

[40, 106]

Logistics
regression

This is based on the probability
of data attributes and is widely
used in data analysis for
prediction

Has good performance in
small data sets and
probability-based
interpretability

Only provide linear solutions
and data are compiled
based on assumptions

[31, 41]

Naïve Bayes This determines the probabilistic
relationship between the
classes and their attributes

Provide independent
assumptions for data

Require data to be
transformed into multiple
binaries to obtain enhanced
performance

[45, 46, 50]

Support Vector
machine

It segregates two classes
(hyper-plane or line), which is
applied to solve regression or
classification problems

Ability to handle large
dimensional data and does
require strong assumption

A long time is taking to train
the support vector machine
model

[13, 51, 52]

K-nearest
neighbors

It selects first the k closest
samples for a test sample from
all the training samples, and
the rest of the samples are
predicted with a simple
classifier known as the
majority classification rule

It is simple and can handle
linear complex data
intuitively

The user must define the
number of variables and
record poor performance
for data with irregular
shape/object data

[13, 41, 53, 54]

Random forest Widely for high-performance
data analysis and require few
parameter tuning to achieve
optimal results

Reduce errors over-fitting, and
missing values, outperform
on imbalanced data sets

It requires complex decision
tree integration and has
high computation time

[7, 55, 56]

department. Nevertheless, in-depth and more machine learn-
ing models analysis are professed to train the data set and
attributes for efficient prediction of student academic per-
formance. In addition, Kanetaki et al. [104] implemented
a hybrid machine learning model to solve grade prediction
of student performance in online courses using grade as a
predictor, which achieved almost fitting success. However,
more dependable variables such as attendance, GPA, subjec-
tive, etc. for prediction of student academic success. More
recently, Chen and Ding [105] used machine learning mod-
els such as decision trees, random forest, logistic regression,
support vectormachine, and neural networks to obtain testing
accuracies of 48%, 54%, 50%, 51%, and 60%, respectively,
to predict student academic performance in Pennsylvania’s
school. These, however, required more data analysis, train-
ing, and testing of the models for consistent output.

3.3 Deep learningmethod

Deep learning [24, 107] is one of the new concepts associated
with computational intelligence derived from the machine
learning phenomenon, where high-level features in data are

modeled and have been recently applied in educational data
mining (EDM). Deep learning (DL) as an approach for ana-
lyzing educational data encompasses various categories of
neural networks, such as deep neural networks (DNN) [108],
recurrent neural networks (RNN) [109], convolutional neu-
ral networks (CNN) [110, 111], and artificial neural network
(ANN) [112]. These represent features from low to high lev-
els structures. Deep learning has become very popular among
researchers to tackle issues associated with flawed data, par-
tially missing values, and a large volume of data collected
from online education environments and click streams, etc.
[113]. Deep learning methods are utilized to resolve various
issues in the area, such as machine translation, environment
monitoring, natural language processing, and mostly in edu-
cational datamining. In addition, deep learningmethods have
also been deployed for diverse tasks in education datamining
through automatic feature representation and modeling. The
increase in deep learning approach in data mining is driven
by its ability to extract salient features from varied raw data
without necessary high dependence on strenuously hand-
crafted features. Contrary to conventional feature modeling
algorithms such as support vector machine (SVM), k-nearest

123



Iran Journal of Computer Science (2024) 7:103–129 115

neighbor (k-NN), etc. which are incapable of handling auto-
matic feature representation from the raw data sets, deep
learning-based models can automatically extract important
feature sets from raw data with little preprocessing [114].

In addition, various researchers have utilized deep learn-
ing methods to build a knowledge block and created excep-
tional results in education data mining due to its exhibited
characteristics, such as flexibility, robustness, and system
performance enhancement. For instance, detecting cheating
in an online examination electronically [108] using deep
learning. The results showed an accuracy of 68% for DNN
(deep neural network), 92% for LSTM (long–short-term
memory), and 95% for RNN (recurrent neural network). In
addition,Hand andXu [115] utilized exclusive learning paths
based on deep learning and image detection to develop eco-
logical evolution paths for a smart education platform. The
DL provides algorithm-based smart education level analy-
sis with in-depth instruction on how to review and learn
from a thread on image detection. In addition, Waheed et al.
[116] analyzed academic data from virtual learning environ-
ments (VLE) using deep learning models (DLM) to predict
students at-risk of dropping out to provide early interven-
tion. The proposed model achieved an accuracy of 84–93%
with a deep artificial neural network (DANN). Furthermore,
the deep learning method facilitated the analysis of difficult
topics derived from education text mining and identification
of what makes the learning of a subject matter problematic
and achieved 90% accuracy [117]. More so, Artificial Neu-
ral Networks (ANNs) models were utilized in the analysis
with data sets (academic data, socio-economic status data,
etc.) of 162,030Colombian students to predict their students’
academic performance. The proposedmodel achieved a high-
performance accuracy of 82% and a low performance of 75%
accuracy [112, 118].

In a recent study by Kishore et al. [119] implemented
learning analytics for educational institutions using a deep
learning approach with a university data set from the Uni-
versity of California Irvine (UCI) Machinery. Nonetheless,
the result fall short for higher institution administration and
required more in-depth analysis. More recently, Pei and Lu
[120] also implemented Intelligent Educational Evaluation
System using the Deep Neural Networks (DNN) method
to achieve a training time of 54.92%. However, more crit-
ical training is required to improve the performance of
unbalanced data classification problems. The strengths and
weaknesses of this method are provided in Table 3.

3.4 Meta-heuristic optimizationmethod

Thismethod includes a genetic algorithm, ant colony, particle
swarm, and artificial immune system. Therefore, themethods
are discussed in the subsection, and strengths andweaknesses
are presented in Table 4.

3.4.1 Genetic algorithms method

Genetic algorithms [75] are search techniques dedicated to
computing complex spaces. Mostly deployed in different
stages of educational research processes. It further helps to
determine the degree of success impact recorded in courses
offered earlier based on the curriculum of short courses.
Categorically, genetic algorithms (GA) are subjected to the
targeted method and random search of space solutions dur-
ing a search for a global optimum. For example, in the case
where needed information or optimumpath is not gotten from
the stored data then GA can be applied. This is because the
whole set of conceivable solutions is not explored by GA.
In addition, GA may be viewed in terms of the stochastic
method which means that it is not dependent on any possible
initial value; however, it is based on its application. That is to
say, it is possible to find a global extreme of a specific target
function using a certain probability.

Furthermore, various tasks have been accomplished with
the aid of the genetic algorithm method. These include very
large small integration (VLSI) circuit layout, solving sys-
tems of nonlinear equations, quantum computing, vector
processing,mining classification rules in significant data sets,
software testing, and educational data. For instance, Dedic
et al. [75] utilized the GA in balancing educational curricu-
lum thereby drastically improving the quality of teaching
in the higher institution. Nevertheless, students who did not
develop skills and competencies based on abstract thinking
due to the goal set for the course are likely to underperform.
An attempt was made to proffer solutions to this recurrence
decimal by splitting the course modules to achieve desired
goals. Nonetheless, more research is needed to investigate
the use of GA to solve complex structures in other fields
of study and to develop more flexible knowledge in terms
of the delivery process. In addition, GA was utilized to
solve the problem of student result grouping [124]. More
important note, the global interest in educational research
centered on how to improve and enhance teaching, learning,
and decision-making process in educational environments.
Several research efforts have been made from a different
perspective including a methodological approach during the
academic planning in the institution. The genetic algorithm
[78] in its nature has been utilized to solve the inherent uncer-
tainties such as academic planning problems as a result of
the resignation and retention of resourceful persons engage
in teaching, planning academic programs, staff allocation,
and optimizing academic course activities in the educa-
tional environments. More genetic algorithms approaches
were utilized during the personalized remedial learning sys-
tem for understudying the object-oriented aspects of Java
programming language, which resulted in significant overall
learner’s pre- and post-test scores changes [125]. In addition,
a recent study by Sendari et al. [126] utilized GA to optimize
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Table 3 Deep learning methods, strengths, and weaknesses

Methods Description Strengths Weaknesses References

ANN These are interconnected nodes
called neurons that receive input
from the initial layers, execute
the mathematical operation, and
pass the result/output to the next
layer

Capable of learning any non-linear
functions

Involve error risk, no specific
rules for designing the
algorithm. The algorithms
depend on black boxes

[112, 121, 122]

RNN This is dedicated to processing
sequential data (e.g., time series,
speech, natural language, etc.)

Captures the sequential
information present in the input
data, also, suitable for temporal
dynamic behavior exhibition

Has a problem of vanishing and
exploding gradient and the
likelihood of long
dependency likelihood

[24, 109]

CNN This is normally deployed for
image and video processing jobs.
It utilized convolutional filters to
the input image, then, extract
features and proceed to learn
spatial patterns

A convolutional neural network is
robust and automatically learns
features from raw data.
Furthermore, it is invariant to
changes in the learning data and
education methods

Require large data sets to be
collected from massive online
and open courses to ensure
efficient extraction of relevant
data. However, it is difficult to
collect such data to reduce
overfitting

[110, 111]

DNN This is utilized for more complex
jobs, such as speech recognition,
computer vision, natural
language processing, etc. In
addition, during training, it
updates the weights and biases of
the neurons with
backpropagation

Uses canonical (simple
representation of data entities and
their relationship) data of student
learning. In addition, has fewer
neurons and higher accuracy

It has higher tendencies of
overfitting and computational
complexity

[120, 123]

educational game applications through K-means and fuzzy
C-means approaches for clustering questions. This achieved
some level of optimization in data grouping to solve the prob-
lemof clustering questions.Nonetheless,more approaches or
methods are needed to setup and validate the desired results.

3.4.2 Ant colony optimization method

Ant colony optimization [18] is ameta-heuristic optimization
approach deployed for solving combinatorial optimization
problems. Ant colony optimization (ACO) was coined from
the behavior and pattern of an ant while sourcing food coop-
eratively. Ants crave way like a trailing manner in auspicious
paths for other ants to apply. Going by the definite paths
created by ants to a full solution to the ant optimization prob-
lem. Then, the nature of the solution is envisaged, and based
on the nature of the solution found, the trial path is sim-
plified. The ACO trail cooperation is guided by iterations
and traversals to follow the paths that have the likelihood
and maximum pheromone trail [124]. The essence of ACO
is to focus on finding a definite path of solutions toward
the predefined problem, since it is a meta-heuristic. In the
educational data analysis approach, ACO normally turns in
a knowledge domain that is displayed as a graph based on
their attributes in which learning materials represent nodes
and students represent ants walking on the edges finding the

best path. Hence, the knowledge of the ACO method for
solving combinatorial optimization problems for improving
e-learning systems and finding optimal learning paths based
on self-organization has become part of the educational sys-
tem. In their recent study, Rastegarmoghadam and Ziarati
[127] utilized ant colony optimization to improve the model-
ing of adaptive tutoring systems. The proposedmethod offers
personalized learning objects based on learning and style of
problem-solving. Hence, ACO is deployed to generate the
adaptive optimal learning paths, thereby achieving high per-
formance andoptimal learningpaths basedon learning styles.
However, a real-life scenario experiment is further required
in a learning environment to fully analyze and assess the per-
formance of ant colony optimization and learners’ behavior.

3.4.3 Particle swarm optimization method

Particle swarm optimization [128] is a meta-heuristic algo-
rithm normally applied to solve problems of combinatorial
optimization, discrete, and continuous. It is a nature-inspired
algorithm that is utilized in the search for optimal neural
network architectures. Moreover, the optimization methods
are designed for simulating the behavior and social conduct
of fish schools and animals, such as a bird flock or fish,
where each animal moves in different directions while trying
to interact with each other as both positions and velocities
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Table 4 Meta-heuristic optimization methods, strengths, and weakness

Methods Description Strength Weakness References

Genetic algorithms It is a search technique
dedicated to computing
complex spaces. It helps
to determine the degree
of success impact
recorded in courses
offered earlier based on
the curriculum of short
courses

Support multi-objective
and stochastic
optimization. It does not
require derivatives, and
the search is based on
population and payoff
information

It is sometimes trapped in
local optima with minimal
information for training.
In addition, the method is
computationally intensive

[75, 125, 126, 137, 138]

Ant colony
optimization

This solves combinatorial
optimization problems.
Its focus is on finding a
definite path of solutions
toward the predefined
problem, since it is a
meta-heuristic

Easy adapt to a new
change, guaranteed
convergence, involve
parallel search in a
population, and rapid
discovery of the good
condition

A probability distribution
can change for each
iteration, theoretical
analysis is difficult

[18, 138, 139]

Particle swarm This solves problems of
discrete, continuous, and
combinatorial
optimization. It is a
nature-inspired algorithm
that is utilized in the
search for optimal neural
network architectures

Simple to implement with
fewer parameters to
adjust. It is robust and
capable of running
parallel computation with
shorter computation time

Difficult to define initial
design parameters,
scattering optimization
problems, and
non-coordinate system

[128, 131, 133]

Artificial immune
system

It involves biologically
inspired algorithms
based on existing
knowledge functions of
the immune system in
animals

The iterative process
adjusts the initial set of
the detector to best cover
the search space, and
eliminate the need for the
preliminary learning
phase in the protected
learning environment

Hard to analyze, and poor
practical security tool or
real-world application
issue

[134, 140, 141]

are being updated for the better position that could help in
achieving an optimal solution. The new velocity is applied
to modify the position of the particle. Therefore, the particle
means the bird or fish which represents a candidate solu-
tion, hence, the candidate solution is evaluated concerning
an objective function [18]. Note that PSO performance is
sensitive to the fact that values assigned to its control param-
eters and normal tuning of the referred parameters improve
the routine performance. The characteristics of PSO such as
robustness, simplicity, and global search capabilities qualify
its uniqueness to be tagged as one of the best intelligence-
based algorithms. Though, it is still faced with susceptibility
problems [18].

Different PSO methods such as hybrid K-Means PSO
(KMPSO), sequential approximation optimization assisted
particle swarm optimization (SAOPSO), modified particle
swarm optimization (MPSO), and particle swarm optimiza-
tion convolutional neural network (psoCNN) have been
deployed for optimal data computation and analysis. For
instance, Sherar and Zulkernine [129] utilized the KMPSO
method to achieve better clustering output compared to

Spark’s built-in clustering algorithms and handle large and
complex workloads through efficient scaling of resources.
In the aspect of complex problems, the SAOPSO method
was utilized for improving the optimization efficiency which
has a good balance between the searchability of the SAO
and the PSO [130]. In tackling the problem of high dimen-
sional variables, the MPSO method with Gaussian mutation
was deployed for minimal modification and updating of an
already prevailing laid-down structure with 13 variables.
Much significant time and computational resources were
still spotted with the current system. However, the psoCNN
method was introduced to overhaul the envisaged challenges
by quickly finding goodCNNarchitectures that achieve qual-
ity performance [128, 131]. Another study by Yang [132]
implemented particle swarm optimization to solve the prob-
lemof imbalance of educational resources, thereby allocating
computer teaching management resources effectively. The
process enhances and prevents resource waste and the uti-
lization rate of teaching resources.
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Recently, a study by Sheng et al. [133] attempted to find
optimal curriculum sequencing in the educational manage-
ment system. The authors proposed a novel metaheuristic
algorithm known as the group–theoretic PSO method that
partially solved the adaptive curriculum sequencing (ACS)
in anonline teaching and learning systemdevelopment.How-
ever, mapping functions to transfer discrete and continuous
representations, so that the continuous optimization prob-
lems are tackled is not covered.

3.4.4 Artificial immune systemmethod

The artificial immune system [134] is one of the meta-
heuristic approaches that involved biologically inspired algo-
rithms based on existing knowledge functions of the immune
system in animals. The artificial immune system (AIS) shares
similar patterns to that of machine learning methods. More-
over, the theory of AIS is based on animal body reactions
against the antigen. There are infinite numbers ofwhite blood
cells ‘B’ and ‘T ’ cells and each ‘B’ or ‘T ’ cell has selective
properties and is subtle to a specific type of antigen [135].
AIS operates with four major theories. These theories [136]
include clonal selection, negative selection, danger theory,
and immune network. The theoretical application of AIS
has been deployed in educational data analysis for solving
complex computational and even engineering problems. For
instance, the artificial immune system [134] played a sig-
nificant role in routing protocol concerning mobile ad-hoc
networks. The optimized link state routing (OLSR) proto-
col mechanism selects the shortest flow between source and
destination by Dijkstra’s algorithm. Therefore, AIS–OLSR
is derived to enhance the energy efficiency using some
concepts, such as hop count, remaining energy in the inter-
mediate nodes, and distance among nodes, which is realized
by negative selection and clonal algorithms of AIS. More
so, in solving the issue of size and location optimization
of distributed generation within distribution system, AIS
was utilized by combining clonal selection (CS) principle
and particle swarm optimization (PSO). Table 4 outlines
the strengths and weaknesses of meta-heuristic optimization
methods.

3.5 Ensemble techniques method

Ensemble techniques combine multiple models into one and
tend to produce superior performance results compared to
standard methods [142]. Ensemble techniques create better
accurate classification tree models through a weak combina-
tion of the treemodels to ensure stronger versions are created.
The traditional statistical models are characteristically not
good for the analysis of enormous and complex data sets,
hence, the integration of multiple classification algorithms

would increase the robustness, accuracy, and overall gener-
alization of the data mining models [143].

Therefore, ensemble techniques [144] provide a diver-
sity of opinions on multiple classification algorithms that
are aggregated to provide a final decision. Ensemble learn-
ing combines several models, such as Bayesian [46, 145],
Bayesian networks [146, 147], naïve Bayes classifier [48,
54], etc., to improve machine learning results in educa-
tional big data. These machine learning techniques are fused
into a single classification model to decrease variance, and
algorithm bias and improve prediction. The methods are cat-
egorized into two; (i) sequential ensemble methods are how
learners are generated sequentially (e.g., Adaboost) and (ii)
parallel ensemble methods are the types, where the base
learners are generated in parallel (e.g., is Random Forest)
[13]. Similarly, the entire data in supervised learning and
image classification are usually classified into three seg-
ments; (i) training, (ii) testing, and (iii) validation data. The
testing data are applied after training data using an image
classifier. This is considered to achieve the global opti-
mal performance on the entire set of the three segments.
Since algorithms are required to extract information from
a data subset, the whole data set, the ensemble algorithm uti-
lizes methods, such as bootstrapping, boosting, bagging, and
stacking to design the ensemble algorithm. And also, pre-
ferred performance estimation can be achieved through the
integration of multiple learning algorithms, especially when
compared to any other baseline constituent learning algo-
rithms in most scenarios, and are best suited for analyzing
a complex educational data set. In recent times, assemble
techniques have been utilized in solving educational large
data set issues. For instance, a study by Zhang et al. [3]
applied an ensemble model based on weighted voting to
predict student achievement from two secondary education
schools in Portugal. The proposedmodel uses five classifiers,
such as random forest, adaptive boosting, gradient boosting
decision tree, extreme gradient boosting, and decision tree,
whose prediction performance was impressive. This, how-
ever, needs more baseline outlier detection and prediction
methods. Furthermore, the value of extracted knowledge is
proportional to the quality of the data used in the context of
the knowledge discovery process; however, noise affects the
data quality. For example, the recentwork byGarcía-Gil et al.
[34] proposed two methods to address these issues. These
methods include homogeneous ensemble and heterogeneous
ensemble filters, with much stress on the scalability and per-
formance traits which proved efficient in the smart data set
obtained from educational big data. More recently, ensem-
ble techniques have been utilized in educational big data
analysis over smart learning improvement [13], predicting
student academic performance [144], dropout in education
[50], effective data integration [146], and detecting trust-
worthy users in the social media networks communication
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[147]. In addition, a rapid hybrid clustering algorithm was
implemented in a recent study to tackle the problem of large
volumes of high-dimensional data [148].

A recent study by Ajibade et al. [149] implemented
ensemble algorithms such as Bagging, Boosting, and Voting
Algorithms in an e-learning system to predict student aca-
demic performance using behavioral features. This obtained
a certain level of performance accuracy of 96%. This, how-
ever, did not cover demographic and academic features for
prediction. In addition, a more recent study by Safarov et al.
[150] proposed a deep learning approach using a recommen-
dation system in an e-learning business platform to find the
most appropriatematerial for educationalists. Thus, achieved
equal precision rates of 0.626 and 0.492 in the cases of Top-1
and Top-5 courses, respectively. However, it requires more
in-depth data analysis to overcome resource overload during
learner’s generation and materials retrieval. Table 5 presents
the strength and weaknesses of these methods.

3.6 Markovmodel for decision-makingmethod

The Hidden Markov Model [151] is a computational intel-
ligence model that involves random sequence generation
observation of the chains of the Hidden Markov Model
(HMM). The random process presents a set of states in such
a way that the probability of the identified states at the next
observation depends solely on the process of the state his-
tory [152]. It was innovatively first applied in the ecological
field and spread to other fields of study. This is essential
in the sense that the recent computational intelligence uti-
lizes the unique chains for forecasting time series data of
any event. In temporal cyber security big data, Teoh et al.
[153] outlined the successes recorded in various areas such
as finance, bio-informative, artificial intelligence, healthcare,
agriculture, and signal recognition by the applications of
the Hidden Markov model. For instance, Hidden Markov is
implemented for the identification of major factors, such as
learning behavior data, basic information, curriculum scores,
and data participation in massive online courses (MOOC)
learner classification and analysis [151]. Hence, it helps
MOOC developers to develop an improved curriculum and
provide enough references for teachingdevelopment. In addi-
tion, the Hidden Markov model accelerates the motivation
in MOOC learning [14]. The learning behavior properly
analyzes from the learning activities and continuous learn-
ing which tremendously use for the development of MOOC
learning. Moreover, the hidden Markov Model was success-
fully applied in mechanisms for family formation [152]. The
two-course models analysis such as sequence analysis and
event history analysis were targeted for the decision-making
process. The course events were explained as the experi-
ences of an individual’s narrative of all events. HMM are
extensively utilized in the analysis of educational data to

inform decisions according to a current study by [154], the
author utilized Markov Model to evaluate the physical edu-
cation teaching quality in colleges. The experimental study
achieved an accuracy of 90.3% compared to other baseline
analyses. Furthermore, the two-layer Markov model (TL-
MHH) produces high output during the modeling of MOOC
student behavior patterns through unsupervised learning on
large data sets of an observed sequence of the student [155].
Nevertheless, further studies are required to generalize the
analysis of the log of any course to ensure an in-depth under-
standing of student behaviors and the correlations concerning
behaviors and other variables like grades.

Recently, [156] adopted the Markov neural network–BP
model and countermeasures to develop a scale of vocational
education. The model obtained MSE (mean squared error)
and MRE (mean relative error) of 10.184 and 5.017, respec-
tively, which is fair in solving the enrolment and scale issues
in Higher Vocal Education (HVE) in China. However, more
models are required to carry out effective future predictions
of HVE for better strategy and educational planning. A more
recent study byXu&Xia [157] implemented a speech recog-
nition system to accelerate remote vocalmusic teachingusing
theMarkovmodel. The study attempted to construct and ana-
lyze the development of distance learning systems. However,
the proposed system lacks details analysis and training mod-
eling approaches to accurately test and validate the claim.
Table 5 presents the strength and weaknesses of these meth-
ods.

4 Educational big data analytics
computational intelligence applications
areas

Educational big data analytics and computational intelli-
gence methods have changed the perception of our learning
ability, and computing power, and revolutionized Industry
5.0, and the entire education sector. This section provides
a novel area of applications of computational intelligence
methods to tackle modern challenges because of the com-
plexities of data acquisition and its analysis. The vivid areas
include prediction of academic performance, social network
analysis, detection of undesirable student behaviors, adaptive
curriculum sequencing and personalization, building course-
ware, and decision support system. Figure 7 shows the novel
application areas.

4.1 Prediction of academic performance

Recently, computational intelligence for the analysis of
educational big data analytics has been widely utilized in
the areas of student academic performance (SAP), stu-
dent dropout prediction (SDP), and curriculum development
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Table 5 Ensemble and Markov model, strength, and weakness

Methods Description Strengths Weaknesses References

Ensemble
technique

Multiple models are combined
to produce superior
performance results
compared to standard
methods through the learning
method

Easy handling of complex and
high-dimensional data is

Suffer from a lack of
interpretability and it is
computationally expensive

[3, 142, 144, 158]

Markov
model

It is a random sequence
generation observation of the
chains of the Hidden Markov
Model (HMM). Uniquely use
chains for forecasting time
series data of any event

It has a strong statistical
foundation and flexible
generation of sequence
profiles. The computation
methods are easier to
implement and analyze and
eliminate the label bias
problem

The method is
computationally expensive
both in memory and time. In
addition, it does not match
the predicted target function,
and a huge number of
parameters are required for
evaluation. Other
weaknesses include issues
patterning lack of defining
joint probability over
observation, label sequence,
and use of only positive data
to train

[151, 152, 159, 160]

Social Network Analysis

Novel 

application 

areas

Prediction of Academic 

Performance

Detection of Undesirable 

Student Behaviors

Adaptive Curriculum 

Sequencing and Personalization

Building Courseware

Decision Support System

Fig. 7 Computational intelligence methods application areas

(CD). Computational intelligence, such as machine learn-
ing techniques, deep learning algorithms, artificial intelligent
approaches, etc., have been applied to enhance academic per-
formance and improve learning interactivity, and decision
processes in higher institutions. Consequently, computa-
tional intelligence methods are deployed to resolve issues
related to the lack of curriculum upgrades, and data analysis
for informed decision-making by educational administrators.
In recent times, quite a lot of researchers have developed
various computational intelligence methods to predict aca-
demic student performance. For instance, Yu et al., [144]
applied ensemble classifiers using learner data to predict
student performance which helps educational administrators
and policymakers to improve the higher institution and other

mediumsof learning. In addition, Tsiakmaki et al. [15] imple-
mented machine learning techniques to predict the student’s
academic performance by exploring students’ learning out-
comes concerning engagement in online learning platforms.
However, an indebt analysis is requested to further com-
prehend the reasons a student is prone to fail to enhance
learning activities. More so, Márquez-Vera et al. [161] used
interpretable classification rule mining (ICRM) algorithm to
predict the early dropout of students in the first 4–6 weeks
of undertaking a course. Nonetheless, the development of
an early warning system (EWA) intervention is required to
evaluate the effect of the various intervention mechanism
adopted to ensure students at risk of dropout are supported.
Furthermore, the intelligence mechanism for analyzing edu-
cational big data has been widely adopted by various studies.
This can be viewed in the application of a genetic algorithm
which improves accuracy up to 1.09–24.39%, especially
when compared to other baseline methods between 0.29%
and6.57%for student academic performance prediction [76],
low- and high-achieving students’ performance [35, 42]. In
addition, the methods have been applied in temporal anal-
ysis for dropout prediction exhibited in self-paced MOOCs
through self-regulated learning strategies [32].

4.2 Social network analysis

Social network analysis (SNA) is a technique that views
social relationships that depends on social network theory
[162]. SNA model application [16] looks forward to achiev-
ing student models to appear in graph form to X-ray various
forms of relationships between them. Therefore, SNA has
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attracted importance in educational data mining and intelli-
gent computing, hence to this effect; it helps to analyze the
relationships amongst students or individuals, tutors, and the
learning environments. SNA is implemented in educational
data mining (EDM) to ensure the structure and relations
in collaborative tasks and interactions with communication
tools as applied in [19]. The major essence of SNA is to
focus on measuring the relationships amongst entities in
an information-networked environment for effective learn-
ing and to aid decision-making. The main goal [163] of
social network analysis are: (a) to ensure how a student from
different populations form ties with outsiders, (b) to find a
particular student within a group influence, (c) to locate the
minimum required that is directly tied to link/connect two or
more students or individuals, and (d) to accelerate the social
structure comprehension of a student resides in an institu-
tional environment. Moreover, social network analysis has
recently performed creditably in different aspects of edu-
cation, for instance, it detects hidden learning groups and
communities [164] and measures emotional responses by
Facebook [165]. In addition, SNA was utilized in the evalu-
ation of student learning performance [166].

4.3 Detection of undesirable student behavior

Detection of undesirable student behavior (DUSH) is simi-
lar to student academic performance but differs in terms of
contexts and concepts. DUSH [16, 19, 24] is important in
student behavior, such as low-level motivation, preventing
and advising against gang formation, academic poor perfor-
mance, drug abuse, cheating in an examination hall, dropping
out of courses, etc., to attain their educational career and aspi-
ration. The computational intelligence techniques leveraged
in this aspect are artificial intelligence, deep learning, and
machine learning. Several studies have utilized these tech-
niques for the detection of unusual student behavior. For
instance, Wang et al. [167] proposed computational intel-
ligence such as DNN, CNN, and RNN from KDD-2015
data sets to predict the chances of dropout and comple-
tion in MOOCs competition which achieved good results
compared to baseline feature engineering methods. Student
behavior was modeled in virtual learning in an educational
environment using co-embedded DNN and RNN to predict
the dropout fromMOOCs and identify the knowledge tracing
in an intelligent tutor system [168]. In addition, Xing and Du
[169] proposed deep learning for personalized intervention
for students that are likely to drop out of MOOC. Recently,
improved quantum particle swarm optimization (IQPSO)
based computational intelligence algorithm was applied to
predict student dropout based on their learning behavior in
MOOCs [170]. More recently, Park et al., [17] presented a
framework to detect descriptive talk in student chat-based

discussion and collaboration in a game-based learning envi-
ronment using machine learning and deep learning models.
The framework was developed to investigate how it affects
the learning process. In addition, learning stylewas identified
using artificial neural network (80.7%) and particle swarm
optimization (79.1%) that enhance automatic learning style
identification andhavebetter accurate personalization toward
learning styles in school premises [171].

4.4 Adaptive curriculum sequencing
and personalization

The computational intelligence approaches improve adap-
tive curriculum sequencing and personalization (ACSP) in
educational environments. Personalization ensures learn-
ing content is tailored to accommodate specific students
or individual users based on the traits of the users, learn-
ing suggestions, and outcomes [172]. Adaptive Curriculum
Sequencing [18, 173] involves an arrangement of an impor-
tant thought for personalization, in which it points out the
sequence of recommended learning materials that has to
match student models with a particular process as related.
The need for ACSP is to solve the problems derived from the
diversity of sequences that are usually experienced through
big data repositories of learning materials. Moreover, the
particle swarm method and genetic algorithm were applied
in ACSP to identify different parameters such as intrinsic
and extrinsic contents that could be of interest to students
and knowledge domain modeling [18]. Various studies have
applied computational intelligence models for ACSP in dif-
ferent areas. For instance, machine learning techniques were
applied in ACSP in the improvement of gamification design
for the student to achieve maximum learning objectives
[174]. Similarly, a personalized learning system was devel-
oped using K-NN classification that provides feedback to
students as they play and design games for educators [175,
176]. In addition, Moon et al. [177] proposed a conceptual
framework to ensure the best way to promote learners’ and
tutors’ personalized open provision of education resources
(POER) is located. Furthermore, research by Lee and Fer-
werda [178] proposed personalization in an online learning
environment and engagement tracing using machine learn-
ing methods, which in furtherance detect undesired learning
behaviors.
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4.5 Building courseware

Building courseware [16, 19] involves the phenomenon by
which educational software is designed to provide articles,
audio and videos, and some other substantive learning mate-
rials in an educational environment. Here, computational
intelligence is applied to assist educators in automatically
generating courseware (course and software) materials and
learning contents for student usage information. In their
recent study, Singh and Sunil [179] developed courseware
for MOOC and other web-based learning management sys-
tems using machine learning methods. The machine learning
methods were used to improve and validate the course-
ware and support the personalization of students’ learning in
the evolving e-learning landscape. Educational technology-
based MOOC platform on courseware resource storage
system was also developed with the knowledge of compu-
tational intelligence [180].

4.6 Decision support system

A decision support system [16] is another crucial applica-
tion area of computational intelligence methods. It involves
the process of learning to assist stakeholders or educators to
make an effective decision. Specific support areas include
resource planning, enhanced courseware development, feed-
backmechanism from learners, recommendation generation,
etc., which is targeted more at tutors, school administrators,
and students. Educators or education administrators utilized
computational intelligence techniques to create an alert sys-
tem in real-time in case of low motivation, misuse, dropout,
cheating, etc., by the students. This was observed in a recent
study by [15] that developed automated machine learning
(autoML) techniques such as classification and regression to
predict the performance outcomeof the studentswhile partic-
ipating in online learning using decision trees and rule-based
classifiers. The data was collected through a custom plu-
gin for Moodle. Nevertheless, such a method is error-prone
with high computational time. AutoML purely lacks basic
features such as interpretability and decision-making of the
produced results. More so, an early warning system has also
been implemented to solve student performance challenges
[96, 97]. Nonetheless, there are still inherent issues with
the existing system, such as result orientation and decision-
making, etc. Furthermore, in planning and recommendation
generation, a work by Sugiyarti et al. [181] predicted the final
grades of the candidate using the decision tree C4.5 (94.73%)
based computational intelligence method. The grades help
the facilitator in selecting candidates eligible for a scholar-
ship. However, other CI techniques such as GA, ACO, and
PSO require leverage in further study.

5 Discussion

This study extensively surveys academic articles on com-
putational intelligence for educational big data analysis
(CIEBDA). Precisely, the study is split into six (6) sections.
These include an introduction, educational big data analytics,
computational intelligence (CI) for educational data anal-
ysis and its methods, novel application areas, discussion,
and conclusion. Therefore, from the study, we observed that
big data analytics played a unified role in educational data
mining (EDM) as it infers meaning through a definite pro-
cess. Our finding observed educational big data analytics
are classified into five (5) processes, namely, data collec-
tion, data preprocessing, feature extraction, modeling, and
evaluation measure, which are sequentially followed for effi-
cient data analysis and optimized learning [4, 8, 13, 34,
41]. The findings of this extensive survey clearly show that
computational intelligence methods for educational big data
analysis and its applications have been significantly utilized
in education. We discovered that computational intelligence
methods played a vital role in intelligent data analysis that
aids effective decision. The findings of this paper show that
Computational Intelligence methods can be categorized into
five (5) methods, such as artificial intelligence [11, 58], deep
learning [24, 112], machine learning [12, 95] methods, meta-
heuristic optimization [18, 75], ensemble techniques [3, 13],
andMarkovmodel for decision-marking approach [14, 154].
This study further outlines novel application areas, where
computational intelligence methods are utilized for effec-
tive implementation, educational development, and optimal
decision-making. These areas include prediction of academic
performance, social network analysis, detection of undesir-
able student behavior, adaptive curriculum sequencing and
personalization, building courseware, and decision support
systems [15–20].

6 Conclusion

This study focused on a survey of computational intelligence
methods and its potentials applications to support educational
big data analysis. We discussed educational big data analyt-
ics (EDA) and its processes, such as data collection, data
preprocessing, feature extraction, modeling, and evaluation.
We further reviewextensively computational intelligence and
its methods such as artificial intelligence (AI) approaches,
machine learning methods, deep learning methods, meta-
heuristic optimization approaches, ensemble techniques, and
the Markov model for educational big data analysis. More-
over, the novel application areas, which include prediction
of academic performance, social network analysis, detec-
tion of undesirable student behaviors, adaptive curriculum
sequencing and personalization, courseware development,
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and decision support systemwere also explained. In addition,
various Computational Intelligencemethods weremapped to
the novel application areas.

Nevertheless, research in educational big data analytics
implementation has led to a more challenging research direc-
tion that can be further pursued. Some of these challenging
research areas include enhanced academic performance pre-
diction, data-driven intelligent tutoring systems, adversarial
machine learning, student engagement, personalized learn-
ing, etc. Here, these important research directions are briefly
discussed in ten (10) important themes.

(i) Enhancement of student academic performance pre-
diction: prediction of student academic performance
(SAP) and student dropout prediction [15] have
become generic problem that challenges the current
algorithms. A combination of computational intelli-
gence methods is sorted. The effective performance
evaluation is purely based and dependent on the
nature of educational data sets extracted and features
selected. In addition, enhanced models such as the
ensemble classifier and machine learning algorithms
[15, 144] are necessitated to ensure optimal results.

(ii) Hybrid courseware development: the divergence view
of educational course materials is on the rise: Fur-
ther research is required to ensure course materials
are hybridized for better interactivity, user-friendly,
and informative [179]. In addition, the development
of scalable storage systems, retrieval, and integrated
platforms to aid data analysis [180] is sorted.

(iii) Intelligent tutoring system: integrating intelligence
into our educational course curriculum development,
instructing and learning process would make under-
standing of the data set generation, computation, and
analysis. In addition, usingAI andMLalgorithms [11,
91, 92], in intelligent tutors will enhance the learner’s
progress and tailor instruction provision. More so, the
learner’s knowledge and skill level assessment and
possibly identify areas, where the learners are finding
difficult to understand, thereby providing additional
resources, practice, and feedback in the identifiable
areas.

(iv) Natural language processing: processing natural lan-
guage [38] has become a generative problem. The
mechanism for developing algorithms that can gener-
ate human language and easily be understood should
be increased. Researching for enhanced tools and
techniques that best match to aid effective communi-
cation between AI systems and humans is required.
This will further accelerate the analysis of student
writing skills and ensure feedback on grammar, syn-
tax, etc. thereby improving the academic performance
of students.

(v) Adversarial machine learning: this is an emerging
area that required attention. It is essential to develop
algorithms that are capable of detecting and defend-
ing against attacks on AI systems especially applying
in related areas, such as finance, healthcare, etc.

(vi) Social network analysis: analysing social network
data [164, 166] has become a big challenge. As big
data sets are generated and stored via social platforms.
It is imperative to analyze the relationships between
individuals in social media interaction and engage-
ments.Hence, it could identify groups of studentswho
intend to collaborate and develop ameans for improv-
ing social engagement and collaboration activities.

(vii) Predictive analytics: this encompasses the idea of
using historical data to make a prediction concerning
future events [41]. This, when developed, will assist
to identify students on verge of dropping out from
academic learning and participation.

(viii) Student engagement: this area mainly focuses on aca-
demic success. This focus on the development of
student behaviors and learning activities. Develop-
ing effective and enhanced strategies such as adaptive
learning and gamification to improve engagement
should be intensified.

(ix) Personalized learning: development of appropriate
educational resource materials through personalized
learning techniques [175, 176] using efficient algo-
rithms, such as data mining and machine learning.
This would assist in tailoring educational experiences
and unique learning styles to student

(x) Learning analytics: this is an important area of com-
putational intelligence toward achieving educational
optimal data sets to aid effective big data analysis.
Learning analytics [13] is the most effective approach
to improving learning skills, design, and delivery of
educational programs using data. This will help stu-
dent performance data and gain insights into teaching
methods and resource materials.
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