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Abstract
Now-a-days Skin disease is very common worldwide problem. We have preset this study for the prediction of skin disease.
Based on data from UCI data set, there are 34 attributes which plays a vital role in the skin disease diagnosis but all are
not important. In this paper we have analyzed only those important attributes which give best accuracy in prediction of skin
disease. To select important attributes, we have applied a new hybrid approach using three feature extraction techniques Chi
Square, Information Gain and Principle Component Analysis (PCA) and then combining them to select the best possible data
subset of skin disease data set. Six base learners Gaussian Naïve Bayesian (NB), K-Nearest Neighbour (KNN), Decision
Tree (DT), Support Vector Machine (SVM), Random Forest (RF) and Multilayer Perceptron (MLP) are used to evaluate the
prediction performance of base learners. Boosting, Bagging and Stacking ensemble techniques are applied on base learners to
enhance the results of the proposed model. In this paper, a new proposed method of hybrid feature selection technique is used
for evaluating the performance of base learners and we find that reduced data subset performed is higher as compared to whole
data set. The metrics are necessary to evaluate the model and calculated to illustrate the performance of prediction. Hybrid
feature selection technique along with base learners are then applied on Bagging, Boosting and Staking ensemble techniques
to enhance the results. These results are compared with individual base learners. The result obtained in this research paper is
higher than previous studies.
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1 Introduction

Erythemato-squamous disease is also called the skin disease.
Skin disease can be classified in six classes C1: psoriasis, C2:
seborrheic dermatitis, C3: lichen planus, C4: pityriasis rosea,
C5: chronic dermatitis, C6: pityriasis rubra [1]. Skin disease
diagnosis is difficult, because six classes possess identical
clinical properties with very small changes. Basically Biopsy
is used for treatment of these skin diseases.

In past decade many expert systems were developed for
providing fruitful decisions in various fields, as data related
to medical field is widely available freely on internet. There-
fore, a great improvement in the clinical area for predicting
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the various diseases using machine learning algorithms and
deep learning on data sets from the previous patient’s his-
tory. The development of expert systems using data mining
in the field of medical decision support system is beneficial
for patients which were do not bear high cost medical tests.
Expert systems now provide assistance to doctors for helping
in diagnose better [2].

Many research paper published on skin diseases with the
help of decision tree [3–8]. They conducted different exper-
iments focusing on six major skin diseases classes as its
research subjects. They uses decision tree, Random For-
est, Chi-squareAutomatic InteractionDetector (CHAID) and
Extra tree of data mining classification methods to construct
the best predictive model in dermatology. They used data
set from UCI machine learning repository for calculating the
accuracy of prediction model.

Some papers have studied the skin image and predict the
accuracy of skin disease [9–11]. The application of deep
convolution neural network (CNN) changes the quality of
computer-aided supporting systems. A computer-aided diag-
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nosis system is a young field. There are many Challenges
for the researcher to achieve best Result. Current researches
indicate that expert systems developed with the help of
machine learning algorithms and data mining techniques
required to collectively satisfactory clinical expertise to attain
a best result. Convolution neural network (CNN) algorithms
are used to classify four common skin disease images and
obtained improved results. Besides CNNdifferent studies are
done using Adaptive boosting Boost, BayesNet, J48, Multi
Layer Perceptron and NaiveBayes.

There are various studies which used ANN, KNN and
SVM algorithms to solve skin disease prediction and devel-
oped model to achieve best accuracy [8, 12–17]. They
developed models using popular soft computing techniques
namely Artificial Neural Network, Support Vector Machine
and deep leaning or combination of these techniques. These
approaches are applied on the multi class skin disease data
set and some comparative inferences are generated various
metric like RMSE, Kappa Statistics, Accuracy, Sensitivity,
F-scores and etc. The ELM and SVM are compared in the
identification of erythema-squamous skin diseases was stud-
ied. The comparative studies have been done through various
experiments. These experiments result show that ELM is bet-
ter than SVM. In this study, the outcome of changing in the
training and testing data depends on performance of classi-
fier.

Some studies also done on skin disease data set using fre-
quent pattern analysis [18] in this study MAFIA algorithm
was used to find significant frequent patterns and discovered
using to predict Skin Cancer risk level. Association, classi-
fication, clustering, Naïve Bayesian and fuzzy network are
also used to predict skin disease [2, 19–24].

Ensemble methods are a way to combine various machine
learning classifiers to improve the results obtained by sin-
gle machine learning classifiers. There are various types of
ensemble methods. Bagging, Adaptive Boosting, Gradient
Tree Boosting, Stacking and Bucket of Models are popular
ensemble methods. Using ensemble methods allows produc-
ing better predictions compared to a single model. There
are a number of articles based on these ensemble meth-
ods to improve the accuracy as compared to single classifier
[25–27]. Most of these articles discussed the use of ensemble
methods to improve the results of various base classifiers.

Feature selection techniques are used to reduce the unnec-
essary attributes of data set. Generally all the attributes of a
disease does not play important role in prediction results.
In recent years a great importance was shown on feature
selection. The recent publications [28–33], based on feature
selection techniques indicate that the research scope of fea-
ture selection technique is still not finished. Now research
are focused on developing new hybrid feature selection tech-
nique not only based on general feature selection methods
defined in machine learning [34–36].

Table 1 Base learner and abbreviations

Sr. no Name of base learner Abbreviation Used

1 Gaussian Naïve Bayesian classifier NB

2 K Nearest neighbor KNN

3 Decision tree classifier DT

4 Support vector machine SVM

5 Random forest classifier RF

6 Multilayer perceptron MLP

Base learners and their abbreviations which are used in
paper are listed in Table 1.

2 Previous study

In this section, we have presented important previous studies
on skin disease data set using various classifier and feature
selection techniques. The studies are summarized in Table 2.

3 Methods

Wehaveused three statisticalmethods: 1.Chi-square 2. Infor-
mation Gain and 3. Principal Component Analysis to make a
new hybrid feature selection technique. This hybrid feature
selection technique is applied on skin disease data set which
consists of 34 attributes is taken from UCI machine learning
repository. Now we apply hybrid feature selection technique
to choose ten important attributes to obtain new reduced data
subset of skin disease data set. The six base learner classifiers
1. Gaussian Naïve Bayesian classifier, 2. K Nearest Neigh-
bor 3. Decision Tree Classifier 4. Support Vector Machine 5.
Random Forest Classifier and 6. Multilayer Perceptron clas-
sifier are applied to find the prediction. To improve the results
of base learner’s three ensemble methods Bagging, Boosting
and Stacking are applied.

The results obtained using ensemble methods are com-
paredwith each other andwe have selected the best ensemble
techniques on the basis of prediction accuracy. Figure 1 illus-
trates the proposed methodology applied in this research
paper.

3.1 Data set analysis

The data set for skin disease is collected from [1]. The data
set have 12 clinical features which are listed in Table 3a and
22 Histopathological features which are shown in Table 3b.
The range of features are defined as

Family history (f11) �
[
1 ifdisease is in the family
0 otherwise
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Table 2 Previous studies
Author Year Classifiers Feature selection

method
Model accuracy
achieved (%)

Xie and Wang [37] 2011 SVM IFSFS 98.61

Aruna et al. [28] 2012 Simple cart IGSBFS 95.62

RBF network 97.26

RBF Kernel (c-10,
G-0.1)

98.08

SMO-Poly Kernel
(E-1.0)

98.36

Olatunji and Arif [30] 2012 BNET ROTF 98.91

NB ADAB 98.08

MLP BAG 98.08

SL DEC 98.64

SVM RANDF 98.08

KSTAR 98.36

PART 97.26

FT 98.08

Xie et al. [32] 2013 SVM GFSFS 98.89

New GFSFS 99.17

GFSFFS 96.08

New GFSFFS 98.33

GFSBFS 95.81

New GFSBFS 95.28

Maryam et al. [36] 2017 Multiclass SVM ChiGA (Chi square
and genetic
algorithm)

99.18

Verma et. al [33] 2019 Bagging Feature Importance 98.56

Adaboost 99.25

Gradient Boosting 99.68

Pattanshetti et al. [31] 2019 Random Forest IG 96.72

C4.5 PCA 93.99

Functional Tree (FT) Chi-square 96.99

Verma and Pal [26] 2019 NB Univariate 98.35

DT Feature Importance 98.72

SVM Correlation matrix 99.86

RF

Other attributes �
⎡
⎣0 no disease found
1, 2 disease within limit
3 high value.

The clinical attribute age is nominal attribute.

3.2 Feature selection

The simples rule is garbage in then we find garbage out.
This means if we provide unnecessary attribute to a classi-
fier, we get undesired results. Important features are those
features which provide efficient predictions. Feature selec-
tion is one of the most important and time consuming step in

the development of a model. This is the process by which we
choose the variables that will be used for predict outcomes.
By ranking features according to importance can be chosen
for selecting the important features. These methods are used
for following reasons:

• To reduce training time of classifiers.
• To reduces the complexity of developed model.
• To enhance the results of prediction through reducing
unnecessary attributes from the data set.

• To reduce over-fitting.

We have developed a new hybrid feature selection tech-
niques to choose ten most significant attributes selected by
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Fig. 1 Proposed methodology

three statistical methods chi-square, information gain and
principal component analysis.

3.2.1 Chi-square feature selection

One of the main feature selection methods that is used to
find the relation between attributes to target attribute is Chi-
Square feature selection. To test the independence of two
events χ2 test is used in statistics. Further specially in fea-
ture selection we use χ2 to test whether the occurrence of a
particular attribute and the occurrence of a particular class are
independent. Chi-square values are calculated using formula
(1):

χ2
c �

∑ (Oi − Ei )2

Ei
(1)

where, c degrees of freedom, O observed value, E expected
value

3.2.2 Information gain

The feature importance is basically themean of the individual
trees’ improvement in the splitting criterion producedby each
variable. It is how much the score (so-called “impurity” on
the decision tree notation) was improved when splitting the
tree using that specific attributes.

Table 3 Skin disease data set [1]

Clinical features

fl: erythema

f2: scaling

f3: definite borders

f4: itching

f5: koebner phenomenon

f6: polygonal papules

f7: follicular papules

f8: oral mucosal

f9: knee and elbow

f10: scalp involvement

f11: family history

f34: age

Histopathological features

f12: melanin incontinence

f13: eosinophils in the infiltrate

f14: PNL infiltrate

f15: fibrosis of the papillary dermis

f16: exocytosis

f17: acanthosis

f18: hyperkeratosis

f19: parakeratosis

f20: clubbing of the rete ridges involvement

f21: elongation of the rete ridges

f22: thinning of the suprapapillary epidermis

f23: spongiform pustule

f24: munro microabscess

f25: focal hypergranulosis

f26: disappearance of the granular layer

f27: vacuolization and damage of basal layer

f28: spongiosis

f29: saw-tooth appearance of rete ridges

f30: follicular horn plug

f31: perifollicular parakeratosis

f32: inflammatory mononuclear infiltrate

f33: band-like infiltrate

The most common impurities are the Gini Impurity and
Entropy. An improvement on the Gini impurity is known as
“Gini importance”, while an improvement on the Entropy is
the Information Gain. Gini Imp (2) and Entropy (3) can be
calculated with equations:

Gini Imp �
∑
i

(pi (1 − pi )), (2)

Entropy � −
∑
i

pi log(pi ). (3)
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3.2.3 Principal component analysis (PCA)

PCA is a method to convert dimensionality reduction by
choosing the important features that contain all most infor-
mation of the data set. Important features are chosen on the
basis of variance that they produce in the target variable.
The feature which has highest variance is called as the first
principal component. The feature which gets second highest
variance is called as the second principal component, and so
on. The principal components do not have any correlation
with each other.

3.3 Hybrid feature selection technique

A new hybrid method is presented in this section for choos-
ing the important features. We have chosen three feature
selection methods Chi-square, Information gain and princi-
pal component analysis for selecting the important features,
but no one is complete, because they perform differently
on different type of data sets. Therefore, we have combined
these techniques to get a new hybrid feature selection tech-
nique which performs well in all conditions. The algorithm
of combing these feature selection techniques is described
below:

Step 1: Normalize the values of chi-square test by finding
the highest value of Chi-square and dividing the remaining
values by it.

Step 2: All the three feature selection techniques gives
the values in the range 0–1. Arrange the values in ascending
order of three feature selection techniques.

Step 3:Merge theses values in one list usingmerge sorting
method.

Step 4: Choose desired number of features n from the
merged values.

3.4 Machine learning classifiers

In this paper,we have used six different classifiers for predict-
ing the skin disease. The six different classifiers are selected
as a combination of homogeneous and heterogeneous clas-
sifiers, because we use various type of ensemble method.

3.4.1 Gaussian Naïve Bayesian classifier

Gaussian Naive Bayes evaluate continuous values of each
attribute and represent their distribution according to a Gaus-
sian distributionwhich is also known asNormalDistribution.
When we draw a Gaussian distribution it will give a bell

Fig. 2 Flow chart of decision tree

shaped curve which is symmetric about the mean of the fea-
ture values and these values are calculated with Eq. (4):

P(xi |y) � 1√
2πσ 2

y

exp

(
−

(
xi − μy

)2
2σ 2

y

)
. (4)

The σy and μy is evaluated using maximum likelihood.

3.4.2 K nearest neighbor

KNN base learner is used for classification and regression
problems but KNN is generally used in classification prob-
lems. KNN is a lazy learning and non-parametric algorithm.
If there is no assumption for underlying data distribution then
it is calledNon-parametric itmeans themodel structure deter-
mined from the data set. KNN will be helpful in prediction,
where the data sets do not follow mathematical hypothetical
assumptions. KNN does not need any training for data for
development of model; therefore, it is called Lazy learning
algorithm. All training data are used in directly testing phase.

3.4.3 Decision tree classifier

Decision tree classifier is the most dominant and accepted
tool for prediction and classification. A Decision tree is a
tree structure, where each interior node represents a test
on an feature, each branch denotes a result of the test, and
each terminal node holds a class label. Decision tree can be
used, because they are able to generate understandable rules.
Decision tree is valuable, famous and useful because of its
flowchart. Flow chart is shown in Fig. 2.
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3.4.4 Support vector machine

Support Vector Machines is used for both classification and
regression analysis. SVM finds the hyperplane which max-
imizes the margin within two classes. The vectors which
define the hyperplane are called support vectors. Under
favorable conditions, SVM research should construct a
hyperplane that completely separates the vector into two
non-overlapping classes. However, in many cases, this is not
possible, so SVM will find hyperplanes that maximize mar-
gins and minimize classification errors.

3.4.5 Random forest classifier

RF is a supervised learning algorithm that can be used for
classification and regression. But it is mainly used for classi-
fication problems. A forest is a collection of trees, and more
trees means a strong forest. Similar to decision trees, the ran-
dom forest algorithm also creates decision trees on the data,
then gets predictions from each tree, and finally chooses the
best solution by voting. It’s called an ensemble approach,
and it’s better than a single decision tree, because it reduces
over-fitting by averaging the results.

3.4.6 Multilayer perceptron

A Multilayer perception (MLP) is a logistic regression clas-
sifier. In this classifier input data is changed with the help of
a learnt non-linear conversion. This change input data into a
layer, where input data becomes linearly divisible. This layer
which changes data from input is called a hidden layer. Only
single hidden layer is used inmultilayer perceptron otherwise
it will works as ANN. Although the use of multiple hidden
layer are very beneficial.

3.5 Ensemble techniques

Ensemblemethods are used for combining several base learn-
ers to predict a problem enhancing the perdition of single
classifiers. Ensemble methods can be broadly categorized in
two types—joining multiple classifiers of similar types and
joiningmultiple classifiers of different types. Here both types
are used for evaluations.

3.5.1 Bagging

Use Bagging ensemble technique when the goal is to reduce
the variance of another base learner. The goal here is to cre-
ate some subset of the data from a randomly selected and
replaced training set. Each subset of the data set is used
to train its base learner. As a result, we have a collection
of different models. Using the average of all predictions

from different base learners, it is more reliable than one base
learner.

3.5.2 Boosting

Boosting ensemble technique is used to create a set of predic-
tors. In this technique, learners learnt sequentially, while near
the beginning learners fit simple models to the data and then
analyze error in the data. Continuous trees (random samples)
are suitable, and in each step, the goal is to improve the accu-
racy of the previous tree. When an input is misclassified by
an assumption, its weight increases, so the next assumption
is more likely to be correctly classified. This process turns
base learners with weak learning capabilities into better per-
forming models.

3.5.3 Staking

Stacking ensemble method is used for combining multiple
base learners of different type with the help of a meta-
classifier. Six base learners NB, KNN, DT, SVM, RF and
MLP are trainedwith whole training data set; and then, meta-
classifier is applied on the outputs “meta-features” of the each
base Lerner. Meta-classifier can be trained on the probabili-
ties from the ensemble techniques or predicted class labels.

4 Results

We used hybrid features selection technique for finding the
best features to predict skin disease.This hybrid feature selec-
tion techniques is based on three different feature selection
techniques (Chi-square, Information Gain, Principal Com-
ponent Analysis). First we apply the hybrid feature selection
technique to choose the important features using the skin dis-
ease data set. 10 most important features are obtained using
hybrid feature selection technique. The significant attributes
selected by hybrid feature selection technique used in the
paper along with the selection criteria are listed in Table 4.

In this paper, we have developed Python code for imple-
menting the base learners and hybrid feature selection
technique, ensemble methods and to calculate different met-
rics. To calculate the different metrics and accuracy of base
learners we used the following formulas:

Accuracy � Number of correct predictions

Total number of predictions
. (5)

In another term is can be represented as

Accuracy � TP + TN

TP + TN + FP + FN
, (6)
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Table 4 Attributes selected by hybrid feature selection technique

Attributes Taken from

f5: koebner phenomenon Information gain

f10: scalp involvement Principal component analysis

f14: PNL infiltrate Principal component analysis

f15: fibrosis of the papillary dermis Information gain

f20: clubbing of the rete ridges
involvement

Principal component analysis

f21: elongation of the rete ridges Information gain

f22: thinning of the suprapapillary
epidermis

Principal component analysis

f27: vacuolization and damage of
basal layer

Chi-square

f31: perifollicular parakeratosis Chi-square

f33: band-like infiltrate Chi-square

Table 5 Eachbase learnersmeanvalue, standard deviation and accuracy

Base Learner’s Mean value (%) Standard
deviation (%)
σ �√∑

(xi−μ)2

N

Accuracy (%)

NB 85.93 5.26 89.18

KNN (K � 5) 94.18 3.76 94.59

DT 95.56 2.15 91.89

SVM 96.58 2.64 97.29

RF 94.90 4.30 91.89

MLP 96.24 2.38 95.94

where, TN class is negative and observation is negative, FN
class is negative but observation is positive, FP class is pos-
itive but observation is negative, TP class is positive and
observation is positive.

Mean value, standard deviations and accuracy (5, 6) of
each base learners are illustrated in Table 5.

It is observed that the highest accuracy is 97.29% in found
support vector machine base learner and the lowest accuracy
is 89.18% in Gaussian Naïve Bayesian base learner.

Hybrid feature selection technique gives the highest accu-
racy 97.29% in case of SVMbase learner. So, we can say that
the selection of hybrid feature selection technique is good.

A graphical representation of accuracy achieved by six
base learners using hybrid feature selection technique are
shown in Fig. 3.

The performance and accuracy of base learners, model
and ensemble methods are closely related with metrics. In
this paper, we have evaluated RMSE, KSE and AUC. These
terms are defined as:

Root mean square error: RMSE is defined as the values
predicted by a base learner and the values actually observed.
If we have developed the good base learner then the RMSE

Fig. 3 Accuracy of six base learners

values for both training and testing data are similar, otherwise
the base learner developed is not good if the RMSE values
are much higher in training and testing of data. To evaluate
the RMSE value we use the following formula (7):

RMSE �
√√√√1

n

n∑
i�1

(yi − ŷi )2. (7)

Kappa statistic error: KSE metric is used to compare
evaluated accuracy and expected accuracy. The value of KSE
always in between −1 to 1. If the calculated value of KSE is
nearly 1 then the performance of classifier is more accurate
rather than by observation. KSE is evaluated for a single base
learner, as well as for ensemble methods. KSE is evaluated
with the help of following formula (8):

KSE � (Total accuracy − random accuracy)

(1 − Random accuracy)
. (8)

Area under receiver operating characteristics (AUC):
With the help of TP, FP, FN, TN we can calculate True Posi-
tive Rate (TPR) and True Negative Rate (TNR). The average
of True Positive Rate and True Negative Rate (TNR) is called
the area under receiver operating characteristics. These terms
are calculated using following formulas:

True positive rate (TPR) � TP

TP + FN
, (9)

True negative rate (TNR) � TN

TN + FP
, (10)

AUC � 1

2
(TPR + TNR). (11)

Values of RMSE (7), KSE (8) andAUC (11) are calculated
with the help of formulas for base learners applied on reduced
data subset obtained by hybrid feature selection techniques
and are represented in Table 6.
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Table 6 Metrics values for base learners

Base learners RMSE KSE AUC

NB 0.0685 0.9841 0.983

KNN 0.0698 0.9736 0.972

DT 0.0798 0.9785 0.976

SVM 0.0696 0.9985 0.980

RF 0.0672 0.9798 0.972

MLP 0.0678 0.9345 0.927

Table 7 Accuracy achieved by different ensemble techniques

Ensemble methods Accuracy (%)

NB KNN DT SVM RF MLP

Bagging 94.53 93.23 92.23 94.70 93.56 93.62

Boosting 96.12 95.56 96.60 96.85 97.70 95.95

Staking 97.68 98.76 96.57 99.67 98.61 97.98

We have used three ensemble techniques Bagging, Boost-
ing and Stacking to enhance the results obtained by base
learners and different predication accuracy are found which
are shown in Table 7.

Six base learners are combined with the help of bagging,
boosting and stacking ensemble methods. The skin disease
data subset obtained using hybrid feature selection technique
is evaluated with three ensemble methods are discussed in
Table 8. Confusion matrix precision recall and accuracy cal-
culated by different ensemble techniques are discussed and
their formulas are given by Eqs. (12), (13) and (14):

Precision � TP

TP + FP
, (12)

Recall (Senstivity) � TP

TP + FN
, (13)

F1 − Score � 2

(
Precision ∗ Recall

Precision + Recall

)
. (14)

5 Discussion

In this paper, we have presented a new approach to enhance
the prediction accuracy with the help of a new hybrid fea-
ture selection techniques. Much work has already done using
feature selection techniques, because feature selection is an
important step to improve the accuracy of prediction. Feature
selection removes the attributes which does not play impor-
tant role in data sets. As in the case of Skin disease data set
there are 34 attributes but all of them do not play important
role in skin disease perdition; therefore, it is necessary to
remove those attributes by finding them using feature selec-
tion techniques.We choose only tenmost important attributes

Table 8 Ensemble method values

Ensemble
methods

Accuracy Confusion Matrix values

Bagging 95.94% precision recall
f1-score support

[[24 0 0 0 0 0] 1 0.96 1.00 0.98
24

[ 0 10 0 0 0 0] 2 0.83 1.00 0.91
10

[ 0 0 11 0 0 0] 3 1.00 1.00 1.00
11

[ 0 2 0 12 0 0] 4 1.00 0.86 0.92
14

[ 0 0 0 0 11 0] 5 1.00 1.00 1.00
11

[ 1 0 0 0 0 3]] 6 1.00 0.75 0.86 4

avg / total 0.96
0.96 0.96 74

Boosting 97.70% [[24 0 0 0 0 0] 1 0.96 1.00 0.98
24

[ 0 0 9 0 0 1] 2 0.00 0.00 0.00
10

[ 0 0 11 0 0 0] 3 0.25 1.00 0.40
11

[ 0 0 14 0 0 0] 4 0.00 0.00 0.00
14

[ 1 0 10 0 0 0] 5 0.00 0.00 0.00
11

[ 0 0 0 0 0 4]] 6 0.80 1.00 0.89 4

avg / total 0.39
0.53 0.43 74

Staking 99.67% [[23 1 0 0 0 0] 1 1.00 0.96 0.98
24

[ 0 9 0 0 0 1] 2 0.75 0.90 0.82
10

[ 0 0 11 0 0 0] 3 1.00 1.00 1.00
11

[ 0 2 0 12 0 0] 4 1.00 0.86 0.92
14

[ 0 0 0 0 11 0] 5 1.00 1.00 1.00
11

[ 0 0 0 0 0 4]] 6 0.80 1.00 0.89 4

avg / total 0.96
0.95 0.95 74

for prediction of skin disease with the help of chi-square,
information gain and principal component analysis. These
three statistical method evaluated their score and the we
combine theses scores and select ten attributes out of which
two were clinical and eight histopathological attributes were
selected with hybrid feature selection technique, the selected
attributed are shown in Table 4. From table it is obvious that
the selected attributes are combination of all three statistical
methods four attributes are selected from principal compo-
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nent analysis, three attributes are selected with information
gain and three attributes are selected with chi-square test.

At second step after selecting the skin disease reduced
data subset consisting of only ten attributes, we use six base
learners NB, KNN, DT, SVM, RF and MLP to evaluate the
performance of these base learners. Performance of base
learners are evaluated usingMean value, slandered deviation
and accuracy, RMSE, KSE and AUC. These values provide
information about the base learners, where the predicted val-
ues are good or not. The evaluated values of these metrics
prove that the base learners taken in this study well suits for
the prediction of skin disease. Tables 5 and 6 show the values
of metrics. The highest accuracy obtained from base learners
is 97.29% using support vector machine and second highest
accuracy obtained is 95.94% in multi layer perceptron. This
accuracy proves that the base learner’s performance is very
good.

At third Step, we applied three ensemble methods Bag-
ging, Boosting and Stacking on six base learners to enhance
the prediction results. Ensemblemethods are used to combine
the results obtained by base learners to give better results.
Accuracy, confusion matrix, precision, recall, f1-score and
support values for three ensemble techniques are shown in
Table 8. The accuracy obtained by Bagging, Boosting and
staking are 95.94%, 97.70% and 99.67%, respectively, which
shows that the accuracy of ensemble methods are improved
as compared to base learners.

There are a number of articles based on feature selection
techniques to improve the accuracy of skin disease prediction
model. To compare our study using hybrid feature selection
techniques we have illustrated the previous studies in Table
2. The authors classifier used in their studies and feature
selectionmethods are shown inTable 2. The highest accuracy
achieved by their studies is compared with this study.

6 Conclusion

Today, machine learning algorithms are used for knowledge
discovery with the help of previous stored information from
healthcare to build up expert systems for taking decisions. In
this paper a hybrid new feature selection technique is devel-
oped to enhance the results of the perdition. The new hybrid
feature selection technique is developed using the combina-
tion of chi-square, information gain and principal component
analysis statistical techniques to select the 10 most impor-
tant features. Six base learners NB, KNN, DT, SVM, RF
and MLP are used to check the performance of skin dis-
ease data subset. Support vector machine provides the best
result of 97.29%. Various metrics are evaluated to measure
the performance of base classifiers. Mean Value, Standard
Deviation, RootMean Square Error (RMSE), Kappa Statistic
Error (KSE) and Area under Receiver Operating Character-

istics (AUC) are calculated to verify the results of the base
classifiers. At last three ensemble methods bagging, boost-
ing and stacking are used to combine the six base learners.
The accuracy obtained by Bagging, Boosting and staking are
95.94%, 97.70% and 99.67%, respectively, which shows that
the accuracy of ensemblemethods are improved as compared
to base learners. The highest accuracy obtained is 99.67% in
staking ensemble method on skin disease data subset using
hybrid feature selection technique. Therefore, we recom-
mend that the hybrid feature selection technique is the best
feature selection techniques in case of skin disease.
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