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Abstract
The main assumption in machine learning and data mining is, training the data, and the future data have the same distribution
and same features. However, in many applications, in the real world, such assumptions may not be retained. For example,
sometimes, we have the task of classification in the one domain of interest, but when the same data is used in another domain, it
needed enough training to work in the other domain of interest. In the field of heterogeneous transfer learning, train the data in
one domain and test with other domain. In this case, knowledge is transfer; if there is a successful transfer, it can significantly
improve performance by avoiding the learning in the label information which is more expensive. Over the past few years,
the transfer learning has become a new learning framework to address this issue and heterogeneous transfer learning is the
most active research area in the recent years. In this study, we are discussing the relationship between heterogeneous transfer
learning and the other machine learning methods, including the field of adaptation, learning and multitasking learning and
sample selection bias, as well as the associates of variables. We also reconnoiter some main challenges for the future issue in
heterogeneous transfer learning.

Keywords Transfer learning · Heterogeneous · Symmetric transfer · Asymmetric transfer

1 Introduction

In heterogeneous transfer learning, the source and target
domains represented different features spaces; there are so
many applications, where the heterogeneous transfer learn-
ing is applicable and useful, like in the following areas,
image recognition [1–6], the multi languages text classifica-
tion [1,6–10], single languages text classification [11], drugs
classification [4], the human activity classification [12], and
software defect classification [13].

It is also applicable in the big data area and as the reposi-
tory of big data ismore available, these repositories (abundant
resources) is used for learning task for the machine learning,
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which save time and the potential cost for new data (data col-
lection). In the target domain, a set of data is available and
it has different feature spaces from the target dataset. Het-
erogeneous transfer learning is a bridge between different
feature spaces and it built a predictive model; the main work
of predictive model is to predict the target domain.

Heterogeneous transfer learning is still a relatively new
area of research, most of the work published on this area
was in the last 6–7 years. There are two type of heteroge-
neous transfer learning and the first approach is symmetric;
in the first approach, it transfers the source domain separately
and target domain in the common features space, which uni-
fies the input space domain. The second approach is called
asymmetric transformation, it aligns the input feature spaces
of the source domain to the target domain, then it transfers
the features. It is the best approach, as the source and target
class have the same instances and it transformed without bias
function.

The assumption about heterogeneous transfer learning is
that the source and target domain instancewill be drawn from
the same domain.When the differences between the function
spaces are resolved and they have no need for further domain
adaptation, if in the case of homogenous transfer learning,
the source and target domains contain the labeled data drive
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Fig. 1 Heterogeneous transfer
learning (source and target
domains have different feature
spaces)
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solution, and the solution is used for heterogeneous transfer
learning and the available labeled data are a good basis for the
transfer learning application. In this article, we have different
types of data, labeled and unlabeled; in the form of labeled
data, the source and target domain are related, and it is more
feasible, and therefore the heterogeneous solution requires a
clear correlation between the source and target. For exam-
ple, the solution definition for Prettenhofer and Stein [8] and
Wei and Pal [14] needs to be defined in accordance with the
manual source and target. Figure 1 shows the heterogeneous
transfer learning.

The rest of this paper is organized as follows: the second
section is about heterogeneous transfer learning applications,
Sect. 3 gives the heterogeneous transfer learning techniques,
Sect. 4 describes the research challenges, and conclusions
are drawn in Sect. 5.

2 Heterogeneous transfer learning
applications

The first application of heterogeneous transfer learning is
image classification and video recognition. Yang et al. [15]
has proposed a learning algorithm for heterogeneous transfer,
the image clustering lever annotated images auxiliary, their
goal is to obtain images auxiliary annotated for the target
image classification. Dai et al. [16] used learning translated,
text label data to help classify the images, while in this work
the data text is not auxiliary and labeled. Dai’s work also
focuses on themultimedia field, in particular, theworks using
the text and the image together, for example, the exploitation
of the content of the image for the web [17], and both share
the same consensus that verified that finding the correlation
between the images and the text is essential to the under-

standing of the images. However, Wu et al., method is a new
method, were in they used image and text from different
sources and their work is also linked to the marked images,
e.g.,Wu et al. [18]. The image classification and video recog-
nition have further application types, image segmentations
and clustering.

The second application is human activity classification;
Sargano et al. recognized the human activity on the base of
pre-train deep CNN model, feature extraction and represen-
tation followed by a hybrid support vector machine (SVM)
and K-nearest neighbor (KNN) classifier for activity recog-
nition [19].

The third application is software defect classification;
Nam and Kim propose heterogeneous defect prediction
(HDP) to predict the defects across projects with heteroge-
neous metric set [13]. The fourth application of heteroge-
neous transfer learning is cardiac arrhythmia classification;
the fifth application is multi language text classification;
authors assume back of word (BoW) document representa-
tions x and linear classifiers w [8], and the sixth application
of heterogeneous transfer learning is drug efficacy classifica-
tion, Fig. 4 shows the applications of heterogeneous transfer
learning.

Wu et al. combined the multi-source domains, the source
are related to target domain and labeled data are used, for
increased the performance in target domain, used combine
data, so the experiment is conducted on real data set [20].
Yang et al. used transfer weight to evaluate the relatedness
among the domain, in this method to compute the principal
components of each feature space, in the each feature co-
occur data represent in principal component and then applied
Markov chain Monte Carlo method for cyclic network, and
also the edge weighted of the network was employed, as a
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Fig. 2 Symmetric transfer
(features base transfer)

Source Source task
Common 
features 
space

Target task Target 

Source Source task Target 

Fig. 3 Asymmetric transfer (features base transfer)

transfer weight from source domain to the target domain, in
many existing heterogeneous methods, the weighted values
are used as prior setting parameters, this parameter is used
to control the transferring parameter [21]. Li et al. analyzed
the remote sensing images, and used heterogeneous space for
transfer learning problem, the author proposed the iterative
reweightingheterogeneous transfer learningmethod, it learns
the common space from source and target data, to conducted
reweighted policy, and it used two projection function (SVM)
to map the common space, the source data are reweighted on
the base of common subspace and reused for transferring
[22].

Tong et al., proposed the method, canonical correlation
analysis and restricted Boltzmann machine (MCR), which
address the data of different companies; the firstmain thing in
this method is a unified metric, which estimated the effort of
heterogeneous data and the second main thing is combining
the MCR with estimated effort in heterogeneous cross com-
pany effort [23]. Pan et al used the heterogeneous one class
collaborative filtering, this novel algorithm is called trans-
fer via joint similarity learning (TJSL), this method jointly
learn the similarity of candidate and preferred item [24]. Xue
et al., proposed a method task selection machine (TSM), it
used features mapping method and it is also useful for the
unsupervised multi task learning area [25].

3 Heterogeneous transfer learning
techniques

Heterogeneous transfer learning has twomain techniques and
the first technique is symmetric transfer learning and the sec-
ond is asymmetric transfer learning, the Figs. 2 and 3 show
both types of techniques.

3.1 Symmetric transfer learning

Prettenhofer and Stein proposed transfer learning [8] which
deals with the heterogeneity of a scenario containing source

domain of labeled data and the target is not labeled. Blitzer
et al. proposed learning techniques for structural correspon-
dence, which is applied on this problem [26]. It learns the
structure correspondence of source and target domain, for
good prediction quality, used pivot function and the pivot
function used for features identification, occurs frequently
in two domains, in source and target data, the each pivot
function transformed using linear classifier. It learns the char-
acteristic between the correspondence elements and finally,
it used latent function space for the final classifier. Pretten-
hofer and Stein [8] uses this solution to resolve the problem
of classification of text, where the source is in one language
and the target is in a different language.

This implementation is called language correspondence
(structural learning) and the pivot function is defined as two
different pairs, one is objective and the other is source, which
translatewords fromone language to others. The experiments
are carried out on document classification, for source docu-
ments, English language is used and the other languages are
used for target documents. It trains a learner from thewording
of the source documents, on basis of the source, it translates
the target document in the source language and finally, it
tests the translated version of the document. Through this,
a top method is established to learn the labeled target doc-
uments and test them. The classification is measured as the
measure of performance. The results shows that the Pretten-
hofer and Stein [8] method has a better result compared to
other baseline methods. The pivot function has one problem
in correspondence structure, it is difficult to make general-
ized, and it must be unique and manually defined for specific
applications. It is difficult to import on other applications or
portables.

The article by Shi et al. [4], that is called the spectral map-
ping heterogeneous (HeMap), addresses the specific scenario
of transfer learning, where the entry of the feature space is
different between the source and the target XS �= Xt , the
marginal distribution is different between the source and the
target (P(X) �= P(Xt)), and the space of output is different
between the source and the target (Y S �= YT ). This solution
uses the source data as label and target domain have lim-
ited labeled data in the first step which is to find a common
space between the inputs latent source and target domains
using a technique of spectral mapping. The method of spec-
tral mapping is to optimization objectives and to retain its
original structure of data, while reducing to minimum differ-
ences in the two areas. The next step is to use this way to the
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selected sample-based clustering, select the relevant bodies
such as the training of new information on the marginal dis-
tribution and also address the different input spaces latent.
For this, a Bayesian method is used to find the relationships
and resolve the issues between different output areas such as
Image classification and drug anticipation. The performance
is measured in term error rate. It gives a better performance
as compared to a baseline approach, even in this article the
basic approach are not documents, also not tested the learning
solution of the test of transfer.

Wang and Mahadevan [11] algorithm is called filed align-
ment manifold adaptation, which used alignment manifold
[27]. This method is used for symmetric transformation for
entry space of the domain. Several areas in this solution, the
source called limited target area and the area K for output of
the space, it share the same label, this approach created func-
tion for separate matching, in each domain to transfer input
space, in common entry space, but it preserve each area struc-
ture and each domain modeled is consider as collector. For
input to create a space latent, the entry of all the European
Union areas created a largematrixmodel and thismatrix cap-
tures the representatives of European Union area entries. In
this model, a Laplace matrix represents each domain, which
captures instances, which share the same labels for and, force
to be neighbor, while the different labels are separating.

A reduction of the dimensionality step is performed by a
process of decomposition to the values own generalized to
eliminate the redundancy of function. The last student is con-
structed two stages. The first one is called “linear regression
model formed on the source data and it used the latent func-
tion of the space”. The second step is also a linear regression
model which is summarized in the first step and the second
step used a regularization of themanifold [28]. The processes
are used to confirm that the errors of prediction are reduced,
when it used the label data for target. The first step is training
the data which is used as data source and the second stage
compensates for differences in the field produced by the first
step to achieve better target forecasts.

In this experiment mainly focused on the classification of
text documents and the classification accuracy is measured
in term of performance. The techniques were tested against:
an approach to the analysis of canonical correlations and the
approach for the regularization of the collector, to find out
which is considered as the reference technique. The base
technique uses the data from the target domain called limited
and it does not use this information in the source domain. The
method presented in this article is much more of the canoni-
cal analysis of correlations and the base line; however, these
methods are not directly mentioned, so it is problematic to
cognize the significance of the results of the test. A sole
aspect of this study is the demonstrating the source of multi-
ple areas of the heterogeneous solution. The main reason is
that the large amount of unlabeled heterogeneous data is eas-

ily available, and for a particular target, it is used to predict
the performance of the target and improve the performance.

The article of Zhu et al. [3], which presents a technique for
the classification of image heterogeneous transfer learning
for image classification (HTLIC); in this scenario, the main
assumption is that target data is sufficiently important. The
main objective is used large amount of source data and the
source data created a common latent space, in target domain it
will improve the performance target classifier. The solution
recommended by Zhu et al. [3] is closely coupled to the
application of the classification of image and it is described
as follows, the images with the reference categories (like
cake, dog, star, etc.) which are available in target domain, for
basic data, search on web, which is carried out by Flickr and
the image data is available with the category like the word
dog is in doggie. The idea Flickr used the image annotated
for source and it was proposed for the first time by Yang et al.
[15]. By Flickr concept, each image has several associated
word tags, when the image is retrieved.

For full text document search using google search, these
word tagged images are used. Then, two-part (bipartite
graph) graph in two layers is built and the first layer of graph
is the represented links between the tags and source image.
The second layer of the graph is the represented links between
the text document and images. If marker of image appears in
text documents, then a link is created, otherwise no link cre-
ated. In two images like the source and the target, which are
initially represented by a set of entry features derives infor-
mationwith the help of SIFT descriptor pixels [29]. Using the
initial source as image and the graphic representation only
bipartite graph derived the source of the images and the text
data, the tags for a latent semantic is learned by employing
the analysis latent semantic [30]. A learner is now formed
with the label transformed. Target experiments are carried
out on the proposed approach, where 19 different categories
of images are selected. The binary classification is performed
to test different pairs of category of the image. Once a ref-
erence technique is done with the help of a classifier SVM,
then it is trained with the help of label target data.

The methods of Raina et al. [31] andWang et al. [32] were
tested. The Zhu proposedmethod is [3] and it is best followed
of Raina et al. [31] and Wang et al. [32] and also from the
basic method. A very attractive principle to improve the per-
formance for the used abundant source of data and which
is not available for performing the search on internet. The
image classification through website in this method is very
specific like the Flickr method, and the Flickr method covers
the image data. In other applications, it is difficult to import
this method. Qi et al. [5] proposed amethod for transfer lean-
ing, in this method, it deals with the image classification. Qi
et al. [5] the image classification ismore difficult compared to
text classification, because it is not directly inherent semantic
class of label. Image features derived from the pixel informa-
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tion that is not semantically linked to class of the labels is by
opposition to the floor functions of semantic interpretation
to the class of labels. In addition, the image data labeled is
rarer by report to the mention of data like (text data). So, the
image classification using transfer learning, which required
the abundance of data for source in the form of text, which
was used to improve the learning of the learner and it used
a little amount of image data which is called target data. In
this method, as a result of text classification, which are iden-
tified through a search of web document like (Wikipedia),
the labels class.

When transfering the knowledge from text to image, from
source to target and it makes a bridge between the text and
image, the bridge is the matrix of concurrence, the matrix is
used like a door between the text and image. Every image
has their correspondences which contain the co-occurrence
matrix (text, correspondence image). This method, based on
the text to image (TTI), is alike to Zhu et al. [3]. But, Zhu
et al. [3] for the improvement of the transfer of knowledge,
does not use tagged source data, which will outcome in a
degradation of enactment,when labeled target data is so little.

The experiments are carried out with the methods pro-
posed by Qi et al. [5,16], Zhu et al. [3], so the basic method
using a classifier SVM which are trained limited label target
data. From Wikipedia, the full test documents are collected,
so the performance is measured as term of rate of error clas-
sification. These results demonstrate that the Zhu et al. [3]
method performs 15% better, then perform the best in 15%
of these experimental judgments, the Dai et al. [16] method
performed 10% better in experimental judgments and the Qi
et al. [5] technique is prominent in 75% of the experimental
judgments. For example, in Zhu’s case [3], this method is
very specific for the image classification and it is difficult
to post other different fields or application. The area of high
level of adaptation is shown in Fig. 2. The experiments are
carried out for three applications which include the image.
The Table 1 shows the analysis of symmetric transfer learn-
ing.

Shi et al., in this equation, used T as target data matrix and
S as the source data matrix, BS is source data of optimization
objective, and BT projection target data [4]. Prettenhofer and
Stein, W* is a vector, L is loss function and non-negative
regularization parameter that penalizes themodel complexity
is WTW [8]. Wang and Mahadevan, in this paper, define
Ws similarity matrix, Wd dissimilarity matrix, and the other
matrices are defineL,Z andLaplacianmatrixLs,Ld [11]. Zhu
et al., R (U, V and W ) is the regularization function, which
control the complexity of the latent andV,U andW [3]. Yang
et al., equation shows the f as image feature spaces and v as
the image data set and w is text feature spaces [15]. Dai et al.
equation shows where P(yt/xt) is which is estimated using
the feature extractor in the target feature space Yt [16]. Wang
et al., in this equation, selected randomly N pairs of images,

so Si is i-th and f j is a j-th pair, so the authors calculated the
distance of i-th pair with f j [32]. Daumé, in this equation,
mapped the source and target, respectively, �s and �t ; so
the x and y are input and output space [29]. Raina et al., in
this equation, x (i)

u is unlabeled data, b is a base vector and
a is the activation of b j for the input of x

(i)
u [31]. Qi et al.,

in this equation, λ and γ are balancing parameters, fT is
discriminant function and l(.) is loss function, so the second
part of equation is sum takenC weighted co-occurrence; X(.)

is decreasing function; when Z is larger than the output, it
becomes X(z) [5].

3.2 Asymmetric transfer learning

The exertion of Kulis et al. [2] that is called the cross-domain
asymmetric regularized (ARC-t transformation) put forward
a procedure of asymmetric transformation to resolve the het-
erogeneous function amongst the zones of the interplanetary.
For this situation, there is a profusion of data source and tar-
get. Labeled data an inadequate objective function is mainly
well-defined for the learning of the transformation matrix.
The objective function contains a regularizer and long term
function and therefore the cost of long-term function applies
on inter-areas of each pair of instances and learned trans-
formation matrix. The building of the objective function is
accountable for the invariant of arena transformation pro-
cess. The optimization of the objective function aims to
minimize the cost function and regularize it. The transfor-
mation matrix is learned in a non-linear in the kernel space
RBFGaussian. The untaken technique is named as the cross-
domain regularized asymmetrical transformation (CDRAT).
Twofold experimentations are carried out through the help
of this method for the classification of images wherever the
accurateness of the classification is measured as the measure
of performance.

There are 31 classes of the image well-defined on behalf
of these experiments. In test 1, the first experience iswhen the
cases of all the thirty-one classes of the image are encom-
passed in the basis and target the training data. In another
experiment (test two), only 16 classes of the image are sig-
nified in the training target of data (all the 31 are represented
as a source). To test contradiction of other basic approaches,
a technique is essential to put the source and target data
together. A preprocessing phase the kernel named is canon-
ical correlation analysis which proposed by Shawe Taylor
[33] is used for prominent the source and target domains in
a common domain by means of the transformation of space
symmetrical. The basic methods tested include theK-nearest
neighbors, metric learning through SVM proposed by Davis
et al. [34], to upsurge the function proposed by Daumé [29],
and a technique of learning of the metrics area proposed by
Saenko et al. [35].
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For the test one, the Kulis et al. [2] performs a method
slightly better than the other approaches verified. For the test
two, the Kulis method [2] performs best in relation to the
technique of the k-nearest neighbors. The Kulis et al. [2]
method is better suitable for situations where all the classes
are not signified in the target workout data as shown in the
test two. The problem well-defined by Harel and Mannor
[12] is of little amount of data that is labeled in target and
source data are labeled when there is need for asymmetric
transformation. The first step in this procedure is to regu-
late the functions of the source and target areas, and then the
instances of group by class in the area’s source and target.
For each class, the functions are set to zero mean. Then, each
source class group is paired with the group target class con-
sistent, and then a process of singular values decomposition
(SVD) is performed to find the transformation matrix that is
specific to this class of grouping.

When the processing is carried out, the features are
transported to reverse the previous step and the concluding
objective classifier is molded using the transformed data.
Find the transformation matrix through SVD which per-
mits you to marginal distributions in the class of clusters
to be allied, while maintaining the structure of the data. This
method is chosen under the nameof the algorithmofmapping
multiple outlooks. The experiments uses data from sensors.
There are five different actions defined for the knowledge:
run, walk, move down, up, and long. The source domain
contains the same (but dissimilar) statements of the sensor in
relation to the target.

The technique proposed by Harel and Mannor [12] is
equated against a reference point technique that trains a clas-
sifier by the inadequate labeled target data and an upper
bound technique that uses a meaningfully higher set of
labeled objective data to train a classifier. A support vector
machine (SVM) learner is used by way of the base classifier
then a balanced inaccuracy rate (imbalance in the test data)
stands measured by way of the performance metric. Harel
and Mannor [12] method outperforms the baseline method
in each test, then falls short of the upper bound technique in
each trial with respect towards the balanced error rate. The
heterogeneous transfer learning situation addressed by Zhou
et al. [7] needs plenty of labeled source data and little amount
of labeled target data. Then, an asymmetric transformation
function is proposed which maps the source features to the
target features. While learning transformation matrix, Ando
and Zhang [36] adopted multi task learning method.

The result, mentioned as the sparse heterogeneous feature
representation (SHFR) is implemented by making a binary
classifier aimed at apiece class in the source and the target
domains distinctly. To each binary classifier is allocated a
weight term wherever the weight terms are learned by merg-
ing the weighted classifier outputs, whereas minimizing the
classification error of each domain. The weight rapports are

now used toward finding the transformation matrix by min-
imizing the difference between the target weights and the
transformed source weights. At the end, the final target clas-
sifier is trained by original data and transformed source data.

These experiments are carrying out on text classification;
the target documents in one language and source documents
is in different languages. A baseline scheme using a lin-
ear support vector machine (SVM) classifier trained on the
labeled target is established along with testing against the
methods proposed by Wang and Mahadevan [11], Kulis et
al. [2], and Duan et al. [1]. The method proposed by Zhou
et al. [7] performed the best for all tests with respect to clas-
sification accuracy. The results of the other approaches are
mixed as a function of the data sets usedwhere theDuan et al.
[1] method performed either second or third best. Asymmet-
ric base transfer learning is shown in Fig. 3. Figure 4 shows
some related domain of heterogeneous transfer learning, its
application and current research trends. Figure 3 shows the
asymmetric transfer learning and Table 2 shows the analysis
of the asymmetric transfer learning.

Zhou and Dai, in this equation, C denote the candidate
images and d is the dimension feature vector of each image
and z denotes the point in feature spaces [17]. Wei and Pal, in
this equation, xs , xt p and xs p, xt are the pivot features [10].
Kulis et al., in this equation point, have two points (x, y)
and x is subset of A and y is subset of B, in the first part of
equation, the x, y belong to same category and in second part
of equation, the x, y belong to different categories [2]. Harel
and Mannor, in this equation, D( j

i is defined as the utiliza-

tion matrix and D(1)
i and D(2)

i are concatenated matrix and
h is the largest eigenvalue [12]. Wei and Pal, in this equa-
tion, H is hidden layer, and it must share the mapping H
to Y ; so H is hidden layer and Xs and Yt are the features,
P(x/y) marginal conditional probability [14]. Duan et al.,
in this equation, Lε(.) is extensive loss function; f T is deci-
sion vector; λ, C, θ are regularization parameters and f (x)
is target classifier [37]. Duan et al., in this equation, P and
Q are projection matrices and W is weighted vector, C is
regularization parameter [1]. Zhou et al., in this equation,
DT is target unlabeled data; DS source label data; DC cross-
domain parallel label data; HT , HS high level features space,
λ is regularization parameter andGK transformation features
[9]. Zhou et al., in this equation, bi is concatenated row vector
and nC for all task [7]. Nam andKim, in this equation, Pi j (n)

is comparison function percentiles and i-th is source and j-th
is target matrix [13]. Liu et al., in this equation, the loss is
define as triplet and the first part of equation is positive exem-
plar and second part of equation is negative exemplar, and
there is constant distance amongst xai and x p

i . The positive
is x p

i and negative is xni [39].
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Fig. 4 Heterogeneous transfer
learning
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4 Research challenges

Heterogeneous transfer learning is a relatively new research
area and this area has the following research challenges
(research area), the first challenge is ‘heterogeneous data’,
and it has the following three main types, the first one is
‘different data distributions’ and the second is ‘different out-
puts’ and third is ‘different feature spaces’. The second main
challenge is ‘marginal distribution differences’ and the third
challenge is ‘conditional distribution differences’ and the
fourth challenge is ‘two-stage process’ and the fifth chal-
lenge is ‘domain adaptation process’, I has two sub-types,
the first is ‘correcting both distributions’ and the second is

‘simultaneous solving of marginal and conditional’. These
are the main challenges in heterogeneous transfer learning,
which are shown in figure.

5 Conclusion

Heterogeneous transfer learning is about transfering knowl-
edge from one domain to the other domain and the source and
target domain have different feature spaces. In this review
paper, we have reviewed several articles related to hetero-
geneous transfer learning and current trends in this field.
Heterogeneous transfer learning is classified in twomain cat-
egories, symmetric and asymmetric. In this article, we also
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discussed the application of heterogeneous transfer learning
and the future direction is also given in the Fig. 4 and what
is the current trend in this area. Most of previous work done
in this field is symmetric and asymmetric transfer learning
and related to the classification like (image, text, drugs and
video etc.).
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