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Abstract
Education is crucial for individual growth and national development. India, with 
its ambitious School Education Vision 2030, aims to overcome persistent chal-
lenges in achieving universal education. This study examines the complex issue 
of student dropout, specifically focusing on the secondary level in Tamil Nadu, 
by analyzing the demographic profiles of 846 students. Machine Learning clas-
sification approaches such as Logistic Regression, Support Vector Machine, Multi-
Layer Perceptron, and Random Forest demonstrate impressive performances, with 
Random Forest standing out as a powerful tool for accurate prediction. In dropout 
prediction, survival analysis approaches, specifically the Random Survival Forest 
(RSF) model, outperform the Weibull model. Through variable importance analysis, 
age and attendance are found to be significant factors, emphasizing their critical 
role in predicting dropout events. This study pioneers the integration of survival 
analysis and machine learning-based classification in the Indian educational con-
text, contributing to the improvement of dropout prediction models. The combined 
approach enhances the accuracy of dropout prediction and temporal understanding. 
Despite its cohort-specific focus, the study provides valuable insights for future 
research and interventions, supporting inclusive education in India by integrating 
essential characteristics in predictive models.

Keywords Dropout · Determinants · Machine learning · Survival analysis · 
Secondary education

Received: 6 February 2024 / Accepted: 6 July 2024
© The Author(s), under exclusive licence to Springer Nature Singapore Pte Ltd. 2024

Early student dropout detection in Indian secondary 
education with special reference to selected districts in 
Tamil Nadu: a machine learning-based survival analysis 
approach

Raghul Gandhi Venkatesan1,2  · Bagavandas Mappillairaju2

Extended author information available on the last page of the article

1 3

http://orcid.org/0000-0001-8624-8282
http://orcid.org/0000-0003-4794-6250
http://crossmark.crossref.org/dialog/?doi=10.1007/s42001-024-00309-z&domain=pdf&date_stamp=2024-8-2


Journal of Computational Social Science

Introduction

Education lays the foundation for individual and national progress. In an attempt to 
provide the highest level of education to every child and address the existing inad-
equacies of the educational system, India has launched the ambitious School Edu-
cation Vision 2030. One of the goals of this strategy is to increase the number of 
students in schools from 25 crore in 2010 to 30 crore by 2030 [1]. Though school 
enrollment has shown recent improvement, student dropouts remain a challenging 
problem. This is especially true at the secondary level, where the school dropout 
rate is high at 12.61% compared to 1.45% at the primary level in the academic year 
2021–2022 [2]. Therefore, India needs to address the complex problem of school 
dropout irrespective of the increase in enrollment to attain the standards of universal 
education.

India has the second-highest adolescent population in the world and is struggling 
with a drop in school attendance [3, 4]. The focused geographical location of our 
study, Tamil Nadu, has a relatively high dropout rate of 4.5% as a result of a decrease 
in school strength from upper primary to secondary education [2]. A large percentage 
of children in this state, Tamil Nadu, drop out of school after finishing Class 10 due 
to various reasons such as lack of interest in school, health problems, lack of guid-
ance, child marriage, child labor, and academic failures [5]. The implementation of 
universal education is seriously hampered by this trend.

The transformative potential of secondary education in facilitating upward socio-
economic mobility and conferring various social benefits is significant [6]. Comple-
tion of secondary education not only paves the way for higher education but is also 
increasingly crucial for active participation in the formal labor market [7]. As such, 
it becomes imperative to understand and address the challenges that lead to a high 
rate of student dropout, hindering the nation’s progress toward the goal of universal 
education [1].

Student dropout stands out as one of the most complicated and serious issues for 
both students and schools. The primary causes behind students abandoning their 
studies are diverse, ranging from factors related to the child, family, society, and the 
school environment [8, 9]. Furthermore, it is critical to examine temporal informa-
tion regarding these factors. It is obvious that student dropout is influenced by a wide 
range of factors, and any investigation in this setting must be capable of dealing with 
multiple factors and temporal data [10]. Addressing this multifaceted problem while 
upholding high academic standards is a daunting task for educational institutions 
[11]. Usually, there were two options for taking action: before the event had trans-
pired and after the “dropout” had occurred. After the event, correcting each problem 
one by one is a time-consuming procedure; however, if dropouts are predicted in 
advance, mass retention can be achieved at a lower cost in terms of both time and 
resources. In the complex social ecosystem of India, prediction or early detection 
is difficult and requires sophisticated tools to compute and linearize the numerous 
patterns.

The prediction of early student dropout using data has emerged as a pertinent 
problem in education, explored through various learning environments in and around 
the country [12, 13]. Initial attempts at addressing this Student Dropout Prediction 
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(SDP) problem involved the application of classification algorithms, proving suc-
cessful on both national and global scales [14–16]. Because of its broad nature, this 
subject can be addressed from several perspectives, allowing for an extensive choice 
of analyses. Two important questions emerged from this subject: (1) Who are the 
most likely dropouts? (2) When is the dropout bound to occur?

Generally, to approach the first question, traditional machine learning models 
have been employed, and more specifically, a systematic review revealed the most 
frequently used algorithms [16, 17]. To address the issue of student dropout in the 
Indian context, Nangia et al. compared classification methods and found that Gradi-
ent Boosting (GB) had the highest prediction accuracy. Their study, based on a data-
set of 17,359 students from Maharashtra, utilized the student Data Capture Format 
(DCF) of the Unified District Information System for Education (UDISE) to identify 
students at risk of dropping out of secondary education [12, 18].

Survival analysis has helped answer the second question. To evaluate dropout pat-
terns, survival analysis, a statistical branch that assesses the influence of predictors 
on the time until an event, has been used. The impact of specific factors on student 
dropout and the likelihood of a student completing secondary education are research 
questions in this context. Several works included the Cox Proportional Hazard (CPH) 
model in their formulation to handle the SDP problem [10, 19–25]. The Kaplan-
Meier estimator and CPH were utilized by Pachas et al. to examine the effects of 
curriculum design in a computer science programme [24]. Ameri et al. utilized CPH 
and Time-Dependent Cox (TD-Cox) models to detect early student dropout [10]. 
Pachas et al. presented a methodology to determine dropout likelihood and timing 
utilizing a dataset from 655 students at a Peruvian university [22]. However, there 
is minimal application for machine learning-based survival analysis models such as 
Conditional Survival Forest (CSF), Random Survival Forest (RSF), and Multi-Task 
Logistic Regression (MTLR) [26–28]. Only a few studies reported on some of these 
strategies’ applicability to the SDP problem [25, 29, 30].

Many investigations have been conducted in recent decades to determine the pri-
mary causes of dropouts in India [9, 12, 31–34]. Irrespective of all the efforts, drop-
outs remain a problem which necessitates the use of advanced statistical approaches, 
such as the Survival analysis approach, to detect students at risk of dropping out. 
This study seeks to bridge this gap by integrating machine learning models including 
Logistic Regression, Support Vector Machine, Naive Bayes, K-Nearest Neighbour, 
Multi-Layer Perceptron, and Random Forest, along with survival models such as 
Weibull, CPH, and RSF. Upon leveraging academic, socio-economic, and temporal 
information from students in the southern and northern districts of Tamil Nadu, our 
analysis aims to provide computational support to academic managers. Our goal is 
to identify at-risk students quickly and to assess the influence of academic and socio-
economic factors in the Indian educational setting. In doing so, we contribute to the 
existing body of knowledge by not only evaluating various algorithms for machine 
learning and survival analysis methodologies but also by providing a holistic under-
standing of the factors influencing student dropout in the Indian educational land-
scape. Applying such statistical approaches to a social problem is an interdisciplinary 
approach which seeks to offer insights that can aid in the development of targeted 
interventions to reduce dropout rates and promote inclusive education in India.
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Methods

Data

The primary aim of this study is to identify students at risk of dropping out, which 
requires a detailed and accurate dataset of student characteristics and academic perfor-
mance. Data were collected from Class 9 students in the Tiruvallur and Madurai districts 
of Tamil Nadu. We utilized the Student Data Capture Format provided by the UDISE to 
ensure standardization and reliability of the data [18]. Enrollment data for the academic 
year 2019–2020 were gathered through a structured format, which included direct sub-
missions from schools to the UDISE system. This method ensures comprehensive cov-
erage and uniformity in the data collected, enabling accurate comparisons and analyses. 
The dataset comprises 846 entries, each representing an individual student. Key vari-
ables collected include demographic information such as age, gender, and social cat-
egory; socio-economic status such as parent’s occupation and education, below poverty 
line (BPL) status; and educational factors such as disability status, attendance records, 
and academic performance. The framework of analysis is shown in Fig. 1.

Fig. 1 Methodological flowchart of dropout classification and prediction

 

Feature analysis

For the prediction model to be effective, the choice of associated factors is essential. 
To determine how strongly variables were correlated, Cramer’s V matrix was used 
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[35]. This statistical measure is particularly suited for categorical data, providing a 
robust assessment of the strength of association between variables. The Cramer’s 
V value results range from 0 to 1, with higher values indicating stronger associa-
tions between variables. To calculate Cramer’s V values, contingency tables were 
created for each pair of variables under consideration to perform Chi-square tests, 
and the obtained statistics were incorporated [36]. The Cramer’s V value matrix was 
then investigated to discover variables having significant relationships with dropout 
status.

Cramer’s V is calculated using the following formula:

 
V =

√
χ 2

N

min (k − 1, r − 1)

where:

 ● χ2 is the chi-squared statistic from the chi-squared test of independence.
 ● N is the total number of observations (the sample size).
 ● 𝑘 is the number of columns in the contingency table.
 ● 𝑟 is the number of rows in the contingency table.

The selected variables were then listed and briefly described, highlighting their rel-
evance to the study’s objective. It was ensured that the chosen variables represented 
a diverse set of characteristics, including demographic details, socio-economic fac-
tors, attendance, and academic performance, to construct a comprehensive predictive 
model for potential dropouts among class 9 students.

Data preprocessing

The dataset used for this study exhibits a favorable condition with no missing data, 
and all variables except age are categorical. We used one-hot encoding and ordinal 
encoding to ensure that the categorical nature of the variables is preserved while 
allowing for their integration into the model training process [37].

Following feature selection and encoding, the dataset was separated into training 
and testing sets. This divide, which was frequently done in a stratified way, permitted 
successful model training and evaluation. The training set was used to train the model, 
while the testing set was used to assess the model’s performance on unknown data. 
This stage ensured the model’s ability to generalize to new instances and allowed for 
an unbiased evaluation of its prediction abilities.

Machine learning methods

For the classification task, we employed Logistic Regression, Random Forest, 
K-Nearest Neighbour, Support Vector Machine, Naïve Bayes, and Multi-Layer Per-
ceptron. The choice of the algorithm was based on its suitability for handling cat-
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egorical data and its proven effectiveness in similar educational prediction contexts 
[12, 16].

Logistic Regression predicts the probability of y, p (y = 1|X) based on the logistic 
function [38]:

 
p (y = 1|X) =

1

1 + exp
(
β 0 + β 1X1 + . . . + β pXp

),

Where y is the dropout (“yes” or “no”) and X represents the vector of input features 
such as age, parents’ occupation, etc., and β p  are the learned coefficients.

Random Forest involves an ensemble of decision trees, each providing a vote for the 
most likely class. The final prediction is determined by majority voting [39]:

 y = mode(ŷ1, ŷ2 . . . ŷt),

where y is the dropout (“yes” or “no”) and each ŷt  is the prediction of dropout (“yes” 
or “no”) from the t-th tree based on your variables such as age, attendance, academic 
performance, etc.

K-Nearest Neighbors classifies a new instance based on the majority label among the 
nearest k points [40]:

 y = mode(k nearest yi),

where y is the dropout (“yes” or “no”) and nearest neighbors are calculated based on 
the similarity in variables such as social category, disability, etc.

Support Vector Machine constructs a hyperplane in high-dimensional space that best 
separates the classes, with the decision rule given by [41]:

 y = sign(w.X + b),

where y is the dropout (“yes” or “no”) and X includes the predictors such as BPL 
status, religion, etc.

Naïve Bayes uses Bayes’ theorem, assuming independence among predictors, to cal-
culate the probability of dropout [42]:

 
p (y|X) =

p (X|y) p (y)
p (X)

,

where e ach p (y|X) reflects the probability of observing the predictors given dropout 
status.
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Multi-Layer Perceptron, a type of neural network, uses layers of neurons, each apply-
ing a nonlinear activation function to the weighted sum of inputs [43]:

 y = σ (W.X + b),

where y is the dropout (“yes” or “no”) and X  encompasses all the study variables, 
transformed appropriately for input into the network.

The dataset following feature selection and encoding in the preprocessing phase 
was utilized to train the classification models. The training set was input into each 
algorithm, and model parameters were systematically optimized through grid search 
to maximize predictive performance. Additionally, k-fold cross-validation was 
employed to ensure robust training and to minimize the risk of overfitting [25].

The classification model was evaluated on the independent testing set to assess its 
performance in predicting potential dropouts. In general, the ability of the optimal 
model to generalize data across all types while providing the most accurate find-
ings was phenomenal. However, in the presence of skewed classes, as in our case, 
the model gets biased towards the most prevalent class, producing overly optimistic 
results. Balanced accuracy was found to be the better statistic for evaluating the per-
formance of imbalanced datasets [44].

 
Balanced Accuracy =

1

2

(
True Positive

True Positive + False Negative
+

True Negative

True Negative + False Positive

)

In addition, the F1 score is the harmonic mean of Precision and Recall and is a better 
measure than accuracy for cases where you have an uneven class distribution [45].

 
F1 score = 2

(
Precision ∗ Recall

Precision+Recall

)

and Area Under the Curve (AUC) is a performance measurement for binary clas-
sifiers that were calculated to assess the model’s efficacy. It is a probability curve 
that plots the true positive rate (TPR) against the false positive rate (FPR) at various 
threshold settings. The AUC represents the degree or measure of separability. It tells 
how much the model is capable of distinguishing between classes. AUC is calculated 
by using the below formula [46]:

 
TPR =

Number of True Positive

Number of True Positive +Number of False Negative

 
FPR =

Number of False Positive

Number of False Positive +Number of True Negative
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Survival analysis methods

Survival analysis was carried out using Weibull, CPH, and RSF. These techniques 
helped us model the time until a possible dropout and were appropriate for time-to-
event data. Maximum likelihood estimation (MLE) was used to estimate the param-
eters of the Weibull survival model [47]. With the help of this approach, we can 
effectively model the hazard function by obtaining reliable estimates for the shape 
and scale parameters. Using relevant statistical methods such as the log-likelihood 
ratio test or the Akaike Information Criterion (AIC), the goodness-of-fit of the 
Weibull model was assessed. These assessments provided evidence of the models’ 
adequacy in representing the observed survival data [48, 49].

The model is defined by its hazard function [50]:

 h (t) = α λ (t) tα−1

where λ (t) = exp
(
β 0 + β 1x1 + β 2x2 + . . . + β pxp

)

 ● α (shape parameter): Determines the nature of the hazard over time. If 𝛼>1, the 
hazard increases over time; if 𝛼<1, it decreases.

 ● 𝜆 (scale parameter): Affects the time scale of the data.
 ● 𝑡: Time at which the event of interest (e.g., dropout) occurs.

The survival function, which describes the probability of surviving past time t, can be 
derived from the hazard function and is given by:

 S (t) = exp(−(λ (t) t)α )

The CPH model was employed in this study to investigate the influence of covariates 
on the risk of dropout. This model is based on the assumption that the hazard rate, 
which signifies the risk of dropout at any given time, can be deconstructed into two 
fundamental components: a baseline hazard function that varies with time and a set 
of covariates. The model’s hazard function is expressed as [50]:

 h (t|X) = h0 (t) exp
(
β 1x1 + β 2x2 + . . . + β pxp

)

 ● ℎ0(𝑡): Baseline hazard function, which is the hazard when all covariates are zero.
 ● x1, x2..... xp :Represents the covariates or predictors included in the model.
 ● 𝛽1, 𝛽2, …, 𝛽𝑝: Coefficients representing the log-relative hazard of the covariates.

The model estimates coefficients associated with each covariate, revealing the direc-
tion and magnitude of their impact on the hazard of dropout. A positive coefficient 
indicates an increased hazard, suggesting a higher risk of dropout for individuals with 
higher values of the covariate. Conversely, a negative coefficient implies a reduced 
hazard, indicating a lower risk of dropout [10, 25].
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As used in previous studies, the RSF machine learning technique was utilized to 
capture complex linkages and interactions within the dropout data [25, 26]. With 
the use of an ensemble learning technique, a forest of decision trees was created, 
each trained on a bootstrap sample of the data and taking into account the outcomes 
of time and censoring status. It also offers insights into variable importance, which 
helps identify the critical components impacting dropout. With this method, intricate 
survival patterns within the dataset were captured with flexibility, making it a strong 
substitute for parametric models. The survival function is given by:

 
S (t|X) = 1− 1

B

∑
B
b=1I(tb ≤ t, δ b = 1)

where:

 ● B : Number of bootstrap samples.
 ● tb : Dropout time or censoring for the b-th bootstrap sample.
 ● δ b : Indicator variable, where 1 indicates dropout and 0 indicates censoring.

All these models were trained using the selected features and the time-to-event data. 
The training process involved estimating coefficients that characterize the relation-
ship between the features and the hazard function, considering censored data points 
where the dropout event had not occurred by the end of the observation period.

The concordance index (C-index) was used to evaluate the predicted accuracy of 
all survival models. This metric assesses the model’s ability to rank individuals based 
on expected survival times. A higher C-index suggests greater discriminating power 
[51].

 
C-index =

∑
i<jI (Ti < Tj) I

(
Ŝ (Ti) < Ŝ (Tj)

)

∑
i<jI (Ti < Tj)

where:

 ● I (Ti < Tj) is an indicator function that returns 1 if the actual survival time Ti of 
the subject i is less than the survival time Tj of subject j. This function checks if 
the observed time until the event for subject i is indeed less than that for subject j.

 ● I
(
Ŝ (Ti) < Ŝ (Tj)

)
 is another indicator function that returns 1 if the predicted 

survival probability Ŝ (Ti) (i.e., the model’s prediction of survival at time Ti  ) for 
subject i is less than the predicted survival probability Ŝ (Tj)for subject j. This 
evaluates if the model predicts that subject i is more likely to experience the event 
earlier than subject j, aligning with their actual times.

The Integrated Brier Score (IBS) was used to assess the overall accuracy of survival 
probabilities. This statistic takes into account both the projected survival probability 
and the actual outcomes over time. Lower IBS values indicate higher model calibra-
tion and accuracy [52, 53].
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IBS (t) =

1

n

∑ n

i=1

[(
Yi (t)− Ŝ (t|Xi)

)2
]

where:

 ● n  is the number of students in the study.
 ● Yi (t)is the observed status of the i-th individual at time t. It is typically 1 if the 

event has occurred before or at time t.
 ● Ŝ (t|Xi) is the predicted probability of surviving until time t for the i-th indi-

vidual, given their covariates Xi .

Statistical analysis

A complete and efficient analysis was carried out in this study through the strategic 
integration of R and Python tools, each chosen for its specialized capabilities. R was 
crucial in the early experimental phase, offering a stable framework for generating 
descriptive statistics and parametric survival modelling with the survival and flex-
survreg packages [54, 55]. Python, which is well-known for its adaptability, was used 
for advanced machine learning classification and survival analysis. Python allows the 
construction of algorithms ranging from Logistic Regression and Random Forest to 
complicated survival models such as Weibull and RSF by leveraging packages such 
as Scikit-Learn, Scikit-Survival, and Lifelines [56–58]. The use of both R and Python 
not only optimized each analytical phase but also ensured the easy integration of 
outputs, encouraging a comprehensive understanding of the factors impacting future 
dropouts. Ethical factors such as data privacy guidelines and student information 
confidentiality were upheld to perform a rigorous analysis of potential dropout pat-
terns among class 9 students.

Results

Our study investigated the demographic profiles of 846 students, revealing pertinent 
insights into the factors associated with academic persistence. Of the total cohort, 
790 students (93.4%) were classified as non-dropouts, while 56 students (6.6%) were 
identified as dropouts. The age distribution among non-dropouts indicated a majority 
in the 16 and 17-year age groups, constituting 45.8% and 51.5%, respectively. Con-
versely, the dropout group exhibited a notable shift, with 75% falling in the 18- and 
19-year age categories. Gender distribution unveiled a higher representation of males 
among both non-dropouts (58.5%) and dropouts (62.5%).

Parental education levels depicted an interesting pattern, with a significant per-
centage of fathers and mothers having completed secondary education. While 48.1% 
of fathers of non-dropouts had secondary education, only 5.4% of dropout fathers 
fell into this category. A similar trend was observed in mothers’ education, with 7.1% 
of dropout mothers having completed secondary education. The occupational status 
of parents showcased diverse employment scenarios. Government or private service 
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and business were prominent among fathers, whereas mothers engaged in a spec-
trum of occupations including government/private service, business, daily wages, 
and unemployment.

Socioeconomic status, gauged by Below Poverty Line (BPL) status, disclosed 
a higher representation of BPL among dropouts (98.2%), implying a potential link 
between economic challenges and academic discontinuation. The community dis-
tribution indicated the majority belonged to the Most Backward Class (MBC) for 
both non-dropouts (81.3%) and dropouts (78.6%). Religion remained predominantly 
Hindu (99.4%) among non-dropouts, while among dropouts, a significant proportion 
identified as Christian (3.6%).

The medium of instruction appeared to influence academic persistence, as 66.1% 
of dropouts received education in English compared to 37.1% of non-dropouts. Nota-
bly, a proportion of non-dropouts had disabilities (0.4%), underlining the need for 
tailored support. Attendance and academic performance revealed distinctions, with 
a lower attendance rate and a higher percentage of below-average academic perfor-
mance among dropouts. These results highlight the significance of focused interven-
tions for the at-risk student population listed in Table 1 and provide insight into the 
complex interactions between sociodemographic determinants influencing academic 
achievement.

After analyzing demographic characteristics, we further explored the relationships 
between these variables and dropout rates using Cramer’s V matrix. This statisti-
cal tool measures the strength of association between categorical variables, provid-
ing insights into which factors are most predictive of dropout risks. Table 2 below 
presents these associations, highlighting key variables with a substantial impact on 
student dropout rates.

Among the variables examined, age stands out with a Cramer’s V of 0.7189, 
highlighting its significant influence on dropout patterns, a finding that echoes the 
literature suggesting older students face increased dropout risks due to external pres-
sures such as employment or familial responsibilities. Attendance is another critical 
predictor with a robust Cramer’s V of 0.4595, supporting the theory that consistent 
school attendance is pivotal for academic persistence. Academic performance also 
shows a noteworthy association (Cramer’s V = 0.2107), underlining its role in drop-
out occurrences.

Conversely, variables such as gender, religion, community, and disability show 
little to no association with dropout likelihood, indicated by low or zero Cramer’s V 
values, suggesting limited predictive power in our model. Socioeconomic factors like 
being below the poverty line (BPL) have a mild association (Cramer’s V = 0.1026), 
hinting at economic challenges influencing dropout rates. Parental education and 
occupation also demonstrate moderate associations with dropout, with the father’s 
and mother’s education levels showing Cramer’s V values of 0.2059 and 0.1998, 
respectively, indicating the influence of family background on educational continuity.

This detailed examination not only identifies key predictors such as age, atten-
dance, and academic performance but also underscores the need to consider socio-
economic factors in constructing predictive models of dropout. These insights are 
crucial for developing targeted interventions that address the multifaceted nature of 
dropout risks and ensure resources are allocated efficiently to support at-risk students.
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Variables Non-Dropout (n = 790) Dropout (n = 56)
Age
16 362 (45.8%) 0 (0%)
17 407 (51.5%) 14 (25%)
18 19 (2.4%) 20 (35.7%)
> 18 2 (0.3%) 22 (39.3%)
Gender
Male 462 (58.5%) 35 (62.5%)
Female 328 (41.5%) 21 (37.5%)
Father’s Education
Primary 410 (51.9%) 53 (94.6%)
Secondary 380 (48.1%) 3 (5.4%)
Mother’s Education
Primary 405 (51.3%) 52 (92.9%)
Secondary 385 (48.7%) 4 (7.1%)
Father’s Occupation
Government/Private 250 (31.6%) 2 (3.6%)
Business 250 (31.6%) 21 (37.5%)
Daily wages 290 (36.8%) 33 (58.9%)
Mother’s Occupation
Government/Private 168 (21.3%) 1 (1.7%)
Business 194 (24.6%) 17 (30.4%)
Daily wages 215 (27.2%) 24 (42.9%)
Un-employed 213 (26.9%) 14 (25%)
Below Poverty Line
Yes 635 (80.4%) 55 (98.2%)
No 155 (19.6%) 1 (1.8%)
Community
BC 54 (6.8%) 4 (7.1%)
MBC 642 (81.3%) 44 (78.6%)
SC 94 (11.9%) 8 (14.3%)
Religion
Hindu 785 (99.4%) 54 (96.4%)
Christian 5 (0.6%) 2 (3.6%)
Medium of Instruction
English
Tamil

293 (37.1%)
497 (62.9%)

37 (66.1%)
19 (33.9%)

Disability
Yes 3 (0.4%) -
No 787 (99.6%) 56 (100%)
Attendance
Low 65 (8.2%) 30 (53.6%)
Medium 55 (7%) 20 (35.7%)
High 670 (84.8%) 6 (10.7%)
Academics
Below Average 263 (33.3%) 41 (73%)
Average 266 (33.7%) 13 (23.2%)
Above Average 261 (33%) 2 (3.5%)

Table 1 Demographic character-
istics of students by dropout 
status

 

1 3



Journal of Computational Social Science

Table 3 provides a comprehensive overview of the performance metrics for vari-
ous classification techniques employed to identify individuals at risk of dropout. Bal-
anced accuracy, F1 score, and ROC-AUC were utilized as evaluation measures. The 
results reveal notable differences in performance metrics. Logistic Regression, Sup-
port Vector Machine, and Multi-Layer Perceptron demonstrate commendable effi-
cacy with a balanced accuracy of 0.891, an F1 score of 0.878, and a ROC-AUC of 
0.891, showcasing a balanced trade-off between sensitivity and specificity. Random 
Forest stands out as the top-performing technique with a balanced accuracy of 0.934, 
an F1 score of 0.930, and a ROC-AUC of 0.934, indicating its superior ability to 
accurately predict both dropout and non-dropout students. Overall, these results high-
light how each technique performs differently in the setting of dropout prediction, 
with Random Forest emerging as the most robust classifier in this scenario. Detailed 
confusion matrices and ROC curves are provided in Appendix A.

Continuing our investigation into dropout prediction, we delved into the perfor-
mance of survival techniques. The Concordance Index (C-index) and Integrated Brier 
Score (IBS) served as pivotal metrics for evaluating the effectiveness of these tech-
niques in predicting the time of dropout, as shown in Table 4. The Weibull parametric 

Metrics Weibull Cox Random survival forest
C-index 0.931 0.864 0.977
IBS 0.161 0.163 0.151

Table 4 Performance metrics of 
survival techniques for dropout 
prediction

 

Techniques Balanced 
accuracy

F1 score ROC-
AUC

Logistic Regression 0.891 0.878 0.891
Random Forest 0.934 0.930 0.934
K-Nearest Neighbour 0.846 0.799 0.846
Support Vector Machine 0.891 0.878 0.891
Naïve Bayes 0.869 0.850 0.869
Multi-Layer Perceptron 0.891 0.878 0.891

Table 3 Performance metrics 
of classification techniques for 
dropout prediction

 

Covariates Cramer’s V value
Father’s Occupation 0.1505
Father’s Education 0.2059
Mother’s Occupation 0.1203
Mother’s Education 0.1998
Age 0.7189
Gender 0
Religion 0.0421
Medium 0.1387
Community 0
Disability 0
Below Poverty Line 0.1026
Attendance 0.4595
Academics 0.2107

Table 2 Association between 
covariates and dropout using 
Cramer’s V test
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model exhibited commendable performance with a C-index of 0.931, underscoring 
its ability to accurately rank the survival times of students. However, the Integrated 
Brier Score of 0.161 suggested a moderate level of prediction error, indicating some 
variability between predicted and observed survival times.

On a positive note, the Random Survival Forest (RSF) model demonstrated excep-
tional performance, surpassing the Weibull model with an impressive C-index of 
0.977. This elevated C-index highlights the superior discriminatory power of the 
RSF model in ranking survival times, indicating a more precise prediction of the 
time when students might drop out. Furthermore, the RSF model exhibited a slightly 
improved IBS of 0.151, suggesting a reduction in prediction error compared to the 
Weibull model.

Figure 2 displays an average survival function estimated from a Random Survival 
Forest model. The plot suggests that the survival probability starts high and gradually 
decreases in a stepwise fashion as time progresses. The steps in the survival curve 
correspond to the time points where the cumulative hazard increases due to the occur-
rence of the dropout. The relatively smooth and gradual decline without abrupt drops 
suggests that the dropouts are spread out over the timeline rather than clustered.

Examining the variable importance scores, age appears to be an influential factor 
with a high importance score. This highlights the significant impact of age on predict-
ing the timing of dropout events, aligning with our earlier findings that highlighted 
age as a crucial determinant associated with dropout patterns. Attendance is also a 
significant predictor with an importance score of 0.01. This reinforces our earlier 
observation that low attendance rates significantly contribute to the risk of dropout. 
The significance of attendance emphasizes its role as a key indicator for identifying 
students at risk of discontinuation.

Fig. 2 Average survival probability over time from random survival forest analysis
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Other variables, including parental education, parental occupation, BPL, medium, 
and academic performance, exhibit comparatively lower importance scores. While 
these variables may not carry as much weight individually, their collective contri-
bution cannot be discounted. It suggests that in combination, these factors play a 
role in shaping the dropout landscape, highlighting the complex interplay of socio-
demographic variables in influencing academic persistence.

In summary, the RSF model variable importance results provide a more detailed 
view of the factors that contribute to dropout prediction, as shown in Fig. 3. Age and 
attendance appear as significant factors, emphasizing their critical role in identifying 
students at risk of dropping out. The aggregate impact of other variables, while indi-
vidually less prominent, highlights the multidimensional nature of dropout dynam-
ics, emphasizing the importance of a holistic approach to intervention and support 
techniques for at-risk students.

Discussion

Education is an essential component of human growth and development, influenc-
ing individuals and contributing to nations’ development. Despite notable strides 
in enrollment rates, India is still struggling with the complicated issue of student 
dropout, especially at the secondary level [1]. The persistent issue of school dropout 
poses a problem to the realization of India’s School Education Vision 2030, which 
envisions universal education for all. According to this objective, this study aims to 
determine the likelihood of dropouts by carefully analysing demographic informa-

Fig. 3 Variable importance analysis from random survival forest
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tion obtained from the various schools in the districts of Tiruvallur and Madurai, 
Tamil Nadu.

The examination of demographic characteristics of 846 students gave interesting 
insights into the factors associated with academic persistence. In contrast to non-
dropouts, the majority of dropouts were between 18 and 19, implying that age is a key 
predictor determining dropout trends. Parental education levels and occupational sta-
tuses have distinctive patterns, emphasizing the relevance of family backgrounds in 
academic persistence. Socio-economic characteristics, notably Below Poverty Line 
(BPL) status, are found to have a significant relationship with academic discontinua-
tion, highlighting economic challenges as potential contributors.

Beyond demographic findings, the predictive modelling phase sought to build a 
strong framework for identifying future dropouts. The insights derived from Cra-
mer’s V matrix are instrumental in identifying the key factors influencing student 
dropout rates. Notably, the variable ‘Age’ exhibits a Cramer’s V of 0.7189, indicating 
a strong association with dropout likelihood. The robust relationship shown in the 
literature between age and dropout trends is consistent with the idea that students are 
particularly vulnerable during important transitional periods. This confirms that age 
is a strong and universal predictor across diverse educational contexts [34, 59, 60].

Additionally, attendance shows a Cramer’s V of 0.4595, emphasizing its signifi-
cant role in educational continuity. Consistent with the arguments presented by Gub-
bels et al., (2019) [8], our results suggest that monitoring attendance rigorously could 
serve as an early indicator for identifying students at risk of dropping out. Educa-
tional institutions could benefit from implementing targeted interventions focused on 
improving attendance among these students.

Our identification of academic performance as the major indicator is consistent 
with findings from previous research [12, 31, 34, 61]. Education research frequently 
examines the relationship between academic performance and attendance rates as 
predictors of dropout risk. To add a quantitative aspect to this well-established quali-
tative relationship, our study specifically quantified the strength of these associations 
using Cramer’s V values.

Findings from previous studies are consistent with the socioeconomic dynamics 
found in our study, which include parental education levels and BPL status. In drop-
out prediction models, these characteristics consistently emerge as influential con-
tributors. The validation of these socioeconomic indicators as predictors emphasizes 
their importance across varied geographically distinct educational settings, empha-
sizing the need for targeted interventions addressing economic inequality to success-
fully minimize dropout risks [31–34, 60, 62].

Contrastingly, variables such as ‘Gender’ and ‘Disability’ showed minimal asso-
ciations with dropout rates, with Cramer’s V values of 0, indicating these factors 
may not significantly predict dropout within our study context. This highlights the 
importance of focusing on the more predictive variables when designing dropout 
prevention strategies. The practical implications of these findings are substantial. 
Integrating the statistically significant predictors from our Cramer’s V analysis can 
enable more effective prediction and prevention of dropouts. This approach not only 
optimizes resource allocation but also supports timely interventions.
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Machine Learning classification approaches such as Logistic Regression, Support 
Vector Machine, Multi-Layer Perceptron, and Random Forest showcased impressive 
performances. A study by Nangia et al. explored dropout prediction using machine 
learning in a similar educational context [12]. In our study, Logistic Regression dem-
onstrated exceptional metrics including a balanced accuracy of 0.891, an F1 score of 
0.878, and an ROC-AUC of 0.891. These metrics surpass the performance reported 
by Nangia et al., where the weighted accuracy of Logistic Regression was found to 
be 0.63.

The strong metrics of Random Forest, with a balanced accuracy of 0.934, an F1 
score of 0.930, and a ROC-AUC of 0.934, establish it as a powerful tool for accurate 
prediction. These findings not only validate the effectiveness of machine learning in 
educational prediction but also establish the better performance of certain algorithms 
in dealing with the multifaceted nature of dropout patterns, which aligns with the 
study done by Emanuel Marques Queiroga, indicating the robustness of Random 
Forest in diverse educational contexts [63].

Moving on to survival analysis, the Weibull parametric model performed well 
with a c-index of 0.931, indicating an accurate ranking of student survival times. 
However, the RSF model performed better than the Weibull model, as seen by its 
slightly better Integrated Brier Score of 0.151 and higher c-index of 0.977. Age and 
Attendance were found to be particularly significant factors based on the variable 
importance analysis conducted using the RSF model. With high importance scores, 
these variables demonstrated their significant impact on predicting dropout events. 
Other variables, while individually exhibiting relatively low importance scores, col-
lectively contributed to shaping the dropout landscape, emphasizing the complex 
interplay of socio-demographic variables.

In comparison with earlier research which stated that RSF was ineffective in drop-
out prediction, our result showed a significant difference in the RSF models’ perfor-
mance. Our study showed that RSF performs better than the semi-parametric and 
parametric approaches [25]. In the context of predicting student dropouts, the RSF 
model is particularly advantageous due to its ability to handle censored data, a com-
mon challenge in dropout analysis where the event (dropout) may not have occurred 
yet for all subjects during the observation period. This model’s non-parametric nature 
allows it to adapt flexibly to the underlying data structure without assuming a spe-
cific statistical distribution for survival times [26]. Additionally, RSF can account 
for a mixture of categorical and continuous variables and evaluate the importance of 
each predictor in the presence of censoring, which is vital for educational data that 
typically features a mix of demographic and academic performance indicators. Fur-
thermore, RSF’s ensemble approach helps improve prediction accuracy and robust-
ness by aggregating results from multiple decision trees, reducing the variance and 
avoiding overfitting. This makes it particularly effective in educational settings where 
dropout predictors can interact in complex ways that simpler models might fail to 
capture. This discrepancy highlights the sensitivity of model performance to the spe-
cific context and characteristics of the dataset. Differing demographic profiles, socio-
economic conditions, or other contextual characteristics within the datasets may be 
the cause of the different results. Furthermore, the quality and quantity of data that 
is accessible affects how effective machine learning models are, particularly compli-
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cated ones like RSF. Our study might have benefitted from a dataset that aligns more 
closely with the strengths of RSF, leading to its superior performance.

Furthermore, a useful finding from this study and Gutierrez-Pachas et al. is the 
continuous observation that machine-learning survival models outperform classical 
survival models. The comparable results of both studies point to a larger trend sug-
gesting that machine learning techniques, which can capture complicated patterns 
and nonlinear relationships, are better suited to handle the complexities involved in 
dropout prediction. The evidence supporting the effectiveness of advanced model-
ling techniques in the field of educational predictive analytics is strengthened by our 
study’s alignment with Gutierrez-Pachas’s findings about the higher performance of 
machine learning survival models over conventional ones [25].

Although previous research has mostly concentrated on survival analysis or 
machine learning-based classification separately, our work is the first in the Indian 
context to combine the two approaches in a school setting [12, 25, 64]. The predicted 
accuracy and temporal knowledge of dropout occurrences are improved by this novel 
method, which combines the advantages of survival models and classification algo-
rithms. This methodological development advances the field of educational predic-
tive analytics.

While this study focuses on a specific cohort, it is important to consider the gener-
alizability of the findings. Generalizability refers to the extent to which the results of 
a study can be applied to other settings, populations, or times. In our case, the cohort 
under study is drawn from the districts of Tiruvallur and Madurai, Tamil Nadu. 
Although this provides a rich context for our findings, it also limits the direct applica-
bility to other populations without further validation. To enhance the understanding 
of how these findings might generalize to broader populations, future research should 
aim to replicate this study in diverse settings. For instance, similar studies could be 
conducted in different regions or among populations with varying socioeconomic 
statuses. This would help to identify if the observed patterns hold across different 
contexts and enhance the robustness of the conclusions.

Dropout rates can be influenced by a variety of factors, including but not limited to 
regional economic conditions, educational policies, and cultural attitudes towards edu-
cation [65]. For example, regions with higher socioeconomic instability may experi-
ence higher dropout rates due to financial pressures on students and their families [66]. 
Variations in the quality and accessibility of educational facilities can significantly 
impact student retention [67]. Regions with well-funded schools and ample resources 
tend to have lower dropout rates. Cultural attitudes towards education and gender roles 
can also play a crucial role [68]. By considering these regional variations, we can bet-
ter understand the nuanced interplay between context-specific factors and educational 
outcomes. Future research could incorporate these variables to provide a more com-
prehensive analysis of dropout rates and their determinants across different regions.

Another significant limitation is the potential for biases in data collection. The 
demographic information and other data used in this study were obtained from the 
DCF from various schools, similar to UDISE. While UDISE is a comprehensive 
and widely used data source, it may still be subject to reporting biases or inaccura-
cies [69]. These biases could impact the reliability of the study’s findings and the 
robustness of the predictive models. Recognizing this, future studies should con-
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sider employing multiple data sources and triangulating data to enhance accuracy 
and reliability.

Measurement errors in variables such as attendance and academic performance, 
which are critical predictors in our models, can also pose limitations. Inaccurate or 
inconsistent recording of these variables can lead to erroneous conclusions about 
their impact on dropout rates. It is crucial to ensure rigorous data collection methods 
and validation checks to minimize such errors [70].

The cross-sectional nature of the data limits the ability to draw causal inferences. 
While the study identifies associations between various factors and dropout rates, 
it cannot definitively establish causality. Longitudinal studies would be beneficial 
in tracking students over time to better understand the causal pathways leading to 
dropout events [71].

These limitations have important implications for policy and practice. Policymak-
ers and educators should be cautious in generalizing the findings beyond the studied 
cohort and should consider regional variations and potential data biases when design-
ing interventions. There is a need for tailored, context-specific strategies that address 
the unique challenges faced by different regions and demographic groups. Addition-
ally, efforts should be made to improve data collection processes to ensure more 
accurate and comprehensive data, which can lead to more reliable research outcomes 
and better-informed policy decisions.

Conclusion

Our comprehensive study on student dropout rates in Indian secondary education, 
with special reference to selected districts in Tamil Nadu, underscores the urgency 
and complexity of this issue, which is pivotal to achieving the goals outlined in 
India’s School Education Vision 2030. By identifying specific patterns and key deter-
minants of dropout, our research highlights critical areas needing immediate and tar-
geted interventions. Our investigation into predictive modeling techniques, such as 
Logistic Regression, Support Vector Machine, Multi-Layer Perceptron, and Random 
Forest, has demonstrated substantial accuracy in identifying at-risk students. These 
models have proven their utility in educational settings, offering robust tools that can 
be integrated into future educational analytics systems. A novel aspect of our research 
was the combination of survival analysis with machine learning approaches, specifi-
cally through the use of the Random Survival Forest model. This model, in particu-
lar, outperformed traditional survival analysis models, showing superior predictive 
precision. The integration of these methodologies enhances our ability to accurately 
predict dropout times, providing educational administrators and policymakers with a 
powerful tool to implement timely and effective interventions.

The study identifies economic challenges, age-related vulnerabilities, and aca-
demic performance as significant predictors of dropout rates. Targeted interventions 
that address these specific areas are essential for reducing dropout rates. Our findings 
advocate for a holistic approach to intervention, considering the complex interplay of 
socio-demographic factors. This approach should not only focus on individual predic-
tors but also on how these factors interact within the broader educational and social 
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context. Strategies that are inclusive and consider the diverse needs of all students 
can lead to more equitable educational outcomes. To enhance the generalizability of 
our findings, future research should expand the range of demographic factors and 
geographical areas studied. This expansion would help to ensure a more comprehen-
sive understanding of dropout phenomena across different contexts, which is crucial 
for developing universally applicable and effective educational strategies. Longitu-
dinal studies are recommended to track the effectiveness of interventions over time. 
Such studies can provide valuable insights into the long-term impacts of policies 
and practices, helping to refine and adjust strategies to maximize their effectiveness. 
Integrating the insights from our study into educational policy and practice can sig-
nificantly accelerate progress toward inclusive education and reduce student dropout 
rates. By aligning intervention strategies with the detailed understanding provided by 
our research, stakeholders can make informed decisions that contribute to sustainable 
educational development in India.
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